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Chapter 1
Parametric and Autoparametric
Dynamics of Ships with Liquid Sloshing
Interaction

Raouf A. Ibrahim

Abstract Twomechanisms of parametric roll resonance of navigating ships together
with roll-pitch autoparametric interaction of ship dynamics are outlined. Determin-
istic and stochastic parametric roll ship’s stability are outlined. Sloshing flow in
liquid ship cargo adds additional problem in the vessel stability and dynamics. A
liquid cargo tank is excited by the ship motion and the subsequent liquid sloshing
flow itself affects the ship dynamics. The problem of ship interaction with liquefied
natural gas (LNG) sloshing dynamics is discussed. Ship designers have been moti-
vated to develop passive and active controls of ships roll instability. This includes
free surface anti-roll tanks and U-tube anti-roll tanks. The basic principle of the two
anti-roll tank types is to transfer the liquid from starboard to port side and vice versa,
with a certain phase lag with respect to the ship’s rolling motion. This provides a
counteracting moment to stabilize the ship roll oscillations. This article is dedicated
in memory of two outstanding leaders in the field of nonlinear dynamics: the late
Professor Ali H. Nayfeh and the late Professor Allan D. S. Barr.

1.1 Introduction

Extreme loadings acting on the ship structure have many sources including impact
with stationary structures, slamming loading, sloshing impact loading, grounding
accidents, etc. Under extreme loadings, structural reliability will be a major issue in
the design stage of ocean structures [84]. There has been great progressmade by engi-
neers and designers to secure the stability of ships and particularly reducing ships’
capsizing. The estimation of liquid sloshing loads in tanks of ships is important in the
design of ship vessels such as liquefied natural gas (LNG) carriers and double-hull
tankers. Sloshing in a real LNG tank involves many complicated physical phenom-
ena such as wave breaking [83], phase transition between liquid and gas during the
impact, gas entrapment, cushioning effect due to corrugation, etc. Fluid-structure
interaction plays an important role in the structural analysis of the containment sys-
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2 R. A. Ibrahim

tem under sloshing load. The structural analysis of the containment system considers
fluid-structure interaction between liquid cargo and the LNG containment system.
Analytical techniques and numerical algorithms of liquid sloshing impact dynamics
in moving liquid containers are well documented by Ibrahim [82]. Specific applica-
tions of liquid sloshing problems to marine systems are well addressed by Faltinsen
and Timokha [49].

The main objectives of this Chapter are to provide an assessment of the main
results of parametric and autoparametric dynamics of ships including their interac-
tion with liquid sloshing. Section 1.2 presents two mechanisms of ships parametric
resonances. The first is due to the fact that the righting arm may exhibit time varia-
tion (parametric excitation) under certain conditions of the sea waves. The second
is that it may implicitly exhibit time variation when the ship roll is coupled with its
pitching oscillations (known as autoparametric coupling). The deterministic ships
parametric stabilities are discussed. Ocean waves are generally not harmonic but
irregular and random. In an attempt to facilitate the analysis under irregular wave,
Grim [66] introduced the concept of effective waves, which constitutes of replac-
ing an irregular wave is replaced by a regular wave of length equivalent to the ship
length and its crest or trough situated at the center of gravity. The ship stochastic roll
stability conditions are outlined in terms of stochastic modes of convergence [81].
Section 1.3 deals with the ship autoparametric roll-pitching interaction. The concept
of autoparametric interaction is first introduced and demonstrated using the example
of autoparametric vibration absorber developed originally by Haxton and Barr [74].
The Autoparametric vibration absorber concept is similar to a great extent to the
nonlinear pitch-roll coupling of the forced response of a ship sailing in longitudinal
waves. The interaction of ships with its liquid cargo is introduced in Sect. 1.4. This
section is closely related to Sect. 1.5, which deals with the passive control of ship
roll instability using the free surface liquid anti-roll tanks and the U-tube anti-roll
tanks. Section 1.6 provides the main conclusions and recommendations for future
research.

1.2 Ships Parametric Roll Resonance

1.2.1 Preliminary

It is known that the ship parametric roll resonance may cause a significant amplifi-
cation of roll motions of containerships and cargo ships in longitudinal (head and
following)waves. It is believed that Froude [57, 58]was the first to observe and report
ships parametric resonance when the ship’s frequency of oscillation in heave/pitch is
twice its natural frequency in roll, exhibiting undesirable seakeeping characteristics
that can lead to the possibility of exciting large roll oscillations. Other early stud-
ies of ships parametric roll oscillations were considered by Watanabe [195], Kempf
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[90], Graff and Heckscher [63]. Later, the problem of ships large roll oscillations in
longitudinal seas was addressed by Kerwin [93] and Paulling and Rosenberg [153].

In order to understand the parametric roll instability of ships, it is mandatory to
begin with the mechanics of a ship motion. Figure 1.1 shows a schematic diagram
of a ship indicating body axes and rotational motions. A floating ship displaces a
volume of water whose weight equal to the weight of the ship. The ship will be
buoyed up by a force equal to the weight of the displaced water.

Themetacenter M shown in Fig. 1.2a is the point throughwhich the buoyant force
acts at small angles of roll (list). At these small angles the center of buoyancy tends to
follow an arc subtended by themetacentric radius BM , which is the distance between
the metacenter and the center of buoyancy B. As the vessels’ draft changes so does
the metacenter moving up with the center of buoyancy when the draft increases

Fig. 1.1 Ship schematic diagrams showing hydrostatic forces in a displaced position

Fig. 1.2 Schematic diagrams showing a possible locations of the metacenter and b the righting
arm and roll angle
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Fig. 1.3 Dependence of righting arm on the roll angle [3]

and vice versa when the draft decreases. For a small angle it is assumed that the
metacenter does not move. The center of Buoyancy B is the point through which the
buoyant forces act on the wetted surface of the hull. The position of the center of
buoyancy changes depending on the attitude of the vessel in the water. As the vessel
increases or reduces its draft (drawing or pulling), its center of buoyancy moves up
or down respectively caused by a change in the water displaced. As the vessel roll
the center of buoyancy moves in a direction governed by the changing shape of the
submerged part of the hull as demonstrated in Fig. 1.2b. For small angles, the center
of buoyancy moves towards the side of the ship that is becoming more submerged.
This is true for small angle stability and for vessels with sufficient freeboard.1 When
the water line reaches and moves above the main deck level a relatively smaller
volume of the hull is submerged on the lower side for every centimeter movement
as the water moves up the deck. The center buoyancy will now begin to move back
towards the centerline.

As a vessel rolls its center of buoyancy moves off the centerline. The center of
gravity, however, remains on the centerline. For small roll angles up to φ = 10◦,
depending on hull geometry, the righting arm GZ is

GZ = GM sin φ (1.1)

The instantaneous value of GM is generally dependent of roll angle. It is also
known that the natural roll frequency depends on GM value. Figure 1.3 shows the
dependence of the instantaneous righting arm GZ on the roll angle φ. It is seen that
the GZ curve is practically linear for small values of roll angle, over which the GM
does not change. Thus the natural roll frequency remains constant for small values

1The height of a ship’s hull (excluding superstructure) above the waterline. The vertical distance
from the current waterline to the lowest point on the highest continuous watertight deck.
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of roll angle. Once the roll angle increases beyond the linear portion of the GZ curve,
the instantaneous GM value changes as the GZ curve bends as shown in Fig. 1.3.

It is interesting to note that the righting arms can experience explicit or implicit
time variation. If the ship experiences roll oscillations, the righting arm may exhibit
time variation (parametric excitation) under certain conditions of the sea waves.
It also may implicitly exhibit time variation when the ship roll is coupled with its
pitching oscillations (known as autoparametric coupling). The mechanisms of these
two classes of time variations will be described in the next two subsections.

1.2.2 Mechanism of Roll Parametric Resonance

France et al. [53] and Shin et al. [169] provided nice description of all scenarios
of the mechanism of time variation of the restoring roll moment of ships in head
seas based on experimental and numerical studies of Paulling [152]. The danger
of capsizing by parametric resonance in following regular waves was first shown
theoretically and experimentally by Grim [64, 65]. Arndt and Roden [6] and Paulling
[152] demonstrated the variation of the righting moment in following seas using
model measurements. It was found that the stability variations are most pronounced
in waves of length nearly equal to the ship length associated with an increase in the
righting armwhen awave is near amid-ship.On the other hand, the stability is reduced
when a wave crest occurs is near amidships. The main reason why the restoring arm
changes with time is that the water plane area and the underwater hull volume change
as the waves pass along the ship. The variation of the righting arm curve with the roll
angle for the C11 container ship in waves of length equal to the ship length L and
height of L/20 is illustrated in Fig. 1.4. When the forward and after sections are in
successive wave crests with a trough amidships, the water-plane is, on average, wider
than it is when in still water as a result of the flared section shape. This results in
increasing the metacentric height and roll righting moments compared to still water.
When the crest is amidships the mean waterline width, therefore the metacentric
height and righting moments, are generally less because of the narrowing waterline
at the ends and the stability is diminished compared to its value in still water. In
other words, when a wave trough is amidships the intercepted water-plane area is
greater than that of the still water-plane area causing a larger restoring moment and
increasing roll stability. On the other hand, when a wave crest is amidships then the
intercepted water-plane area is less than that of the still water-plane area causing a
smaller restoring moment, i.e., reduced roll stability.

Note that full-formed parts of the bow and stern are more deeply immersed than
in calm water and the wall-sided midship is less deep. This makes the mean instanta-
neous water-plane wider with the result that theGM is increased over the calm water
value as depicted by Shin et al. [169] in Fig. 1.5a. On the other hand, when the ship
is located with the wave crest amidships, the immersed portion the bow and stern
sections are narrower than in calm water and the GM is correspondingly decreased
in comparison to calm water as shown in Fig. 1.5b. This will cause the roll restoring
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moment of the ship to change as a function of the ship’s longitudinal position rel-
ative to the waves. The waterlines in both waves and calm water are schematically
described in Fig. 1.6.

Fig. 1.4 Dependence of the difference between the righting arm corresponding to wave trough
amidships and wave crest amidships on the roll angle for different values of wave steepness sw =
1/30, 1/50, 1/100, 1/200, 1/300 [21]

Fig. 1.5 Form of waterline in a wave trough versus in calm water, b wave crest versus in calm
water [169]

Fig. 1.6 Waterlines in wave crest and wave trough as compared in calm water [169]
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Fig. 1.7 Time evolution of ship parametric roll resonance [169]

By definition, principal parametric resonance occurs when the ship encounters
the waves at a frequency near twice its roll natural frequency. The roll disturbance
occurs in the time interval between the wave crest and trough amidships position,
and the restoring moment, tending to return the ship to its equilibrium position, is
greater than the calm water moment. As a result, after the first quarter period, the
roll angle will be slightly larger than it would have been in calm water as indicated
in Fig. 1.7. At the end of the first quarter of the period, the ship rolls back to the
initial position and continues to roll to the other side. During the second quarter of
the period, the ship encounters a wave crest and the restoring moment becomes less
than that of the still water value. As a result, the ship rolls to a larger angle than it
normally would in calm water with the same roll disturbance, and after the second
quarter, the roll angle is increased to a larger value than that at the end of the first
quarter as shown in Fig. 1.7. In the third quarter, the ship enters the wave trough and
a restoring moment greater than the still water value now opposes the motion. The
situation is analogous to that observed during the first quarter, and the observations
in the fourth quarter are similar to those in the second quarter as well.

Righting arm curves vary between the wave trough and crest amid-ship values
shown in Fig. 1.4 as the waves move past the ship. In regular waves the righting
moment will vary approximately sinusoidally with time between the extreme values.
It was indicated by Hashimoto et al. [73] that due to the exaggerated bow flare and
transom stern of recent large containerships have, this change can be significant in
longitudinal waves.

1.2.3 Ships Roll Parametric Stability

Ships navigating in longitudinal or oblique seas may experience time variation in
their metacenter height GM due waves passing along the hull. The time variation of
GM can be considered as sinusoidal,
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GM(t) = GM + GMa cosΩet (1.2)

where GM is the mean value of the metacentric height, GMa is the amplitude of the
variations of the metacentric height in waves, Ωe is the wave encounter frequency.
This time variation may result in the onset and build-up of parametric roll resonance.
This can be realized by deriving the ship equation of motion in roll in the absence of
external excitation as

Ix
d2ϕ

dt2
+ ρg�

(
GM + GMa cosΩet

)
sin φ = 0 (1.3)

where Ix is the ship’smassmoment of inertia about the roll axis-x, including the added
mass, φ is the roll angle, ρ is the density of see water, g is the gravitation acceleration
and � is the ship displament volume. For small roll angle, sin φ ≈ φ, (1.3) is
reduced to the well knownMathieu-Hill equation whose stability conditions are well
documented [117] in which the ship will experience parametric roll resonance occurs
if the waves encounter frequency is very close to twice the roll natural frequency

(Ωe ≈ 2ωn), where ωn =
(

ρg�GM
Ix

)
. Other conditions of parametric roll resonance

include the wave length λw to be close to the ship length LPP , and the wave height
hw is greater than a ship-dependent threshold h̄s . The resulting roll angle amplitude
can reach 30◦– 40◦, which may bring the vessel into dangerous conditions. Note that
the equilibrium position φ = 0 of (1.3) is not stable and will, under the slightest
initiation, pass into a diverging oscillation.

The safety risk of parametric resonance for a given ship geometry and loading
condition is of great concern to the maritime transport industry. In the literature (see,
e.g., [46, 47, 106]) this risk is usually measured by the roll damping coefficient.
A critical value for the roll damping coefficient is derived based on a comparison
between roll damping from the hull and the one that occurs in an unstable situa-
tion. The influence of damping sources (see, e.g., [85]) upon the stability-instability
boundaries is to shrink the instability region and also results in a critical value of
the righting arm, GM(t) sin ϕ, or the metacenter height. If the damping moment is
included, (1.3) may take the form after dividing by the ship’s mass moment of inertia
[21]

φ̈ + d
(
φ, φ̇

) + ω2
n

GZ(φ, t)

GM
= 0 (1.4)

where d
(
φ, φ̇

)
is the damping moment, which is generally nonlinear, GM is the

metacentric height in still water, and GZ(φ, t) is the righting arm. The fluctuation
of the righting arm around the still water value may be split into its mean value plus
the incremental time fluctuation.

GZ(φ, t) = GZSW (φ) + δGZ(φ, t) (1.5)
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where δGZ(φ, t) is the time variation of the righting arm measured from its value in
still water GZSW (φ). The nonlinear nature of the righting arm has been analytically
described by Bulian [20] by the two expressions:

GZSW (φ) =
N∑

j=0

Q j0.φ
j (1.6a)

δGZ(φ, t) =
N∑

j=0

{
M∑

n=1

Qc
jn cos

(
n

Ωet

cosχ

)
+ Qs

jn sin

(
n

Ωet

cosχ

)}

φ j (1.6b)

For symmetric ships and symmetrically loaded, the coefficients of even powers
in the polynomial expansion are set to zero. The number of harmonic components
M is uniquely determined (by the Nyquist-Shannon sampling theorem) from the
number of wave crest positions for which GZ is evaluated, in the polynomial fitting
two parameters can be freely chosen. These are the degree of the polynomial N
and the maximum fitting roll angle up to which polynomial fitting is performed.
The maximum fitting roll angle must be larger than the maximum steady state roll
amplitude. Furthermore, the number of harmonics N should be sufficiently high to
allow a good fitting of the shape of the righting arm GZ . Figure 1.4 shows a typical
example of the dependence of calculated variation of δGZ(ϕ, t) on the roll angle for
different values of wave steepness (ratio of wave height to wavelength) as calculated
by Bulian et al. [21] of RoRo pax TR2 body plan.

When the roll angle increases beyond the linear portion of the GZ curve, the
instantaneous GM value changes as the GZ curve bends as shown in Fig. 1.3. This
causes the natural roll frequency to changes as well. Since the wave encounter fre-
quency remains the same, the roll natural frequency may no longer be close to twice
the encounter frequency. As a result, parametric resonance conditions no longer
exist and roll motions no longer receive additional energy at each cycle. This non-
linear characteristics of the righting arm brings amplitude of roll angle to a bounded
value. Note that the nonlinearity of the righting arm curve and roll damping play an
important role in the intensity of parametric roll response. Nonlinearity can magnify
small variations in excitation to the point where the restoring force contributes to
capsizing. The nonlinearity is due to the nature of restoring moment and damping.
The environmental loadings are nonlinear and beyond the control of the designer.
The nonlinearity of the restoring moment depends on the shape of the righting-arm
diagram. Time-domain simulations can be used to evaluate the risk of damage to a
containership and its cargo caused by parametric roll resonance.

Umeda et al. [186] conducted experimental study and showed that a container ship
could suffer severe parametric rolling even in short-crested irregular followingwaves
and could capsize in long-crested irregular following waves. Dallinga et al. [40] and
Luth and Dallinga [113] considered the phenomenon of roll parametric excitation
in head seas when testing a model of a cruise vessel. Neves et al. [139] reported on
tests with two models of typical fishing vessels in head seas. They demonstrated that
very large roll angles may be reached at some specific conditions for a transom stern
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hull of a fishing vessel. Another example of parametric resonance in head seas was
reported by Palmquist and Nygren [150], as it was recorded at sea on a vessel, the
PCTC M/V Aida.

In analyzing the 1998 post-Panamax, C11 class containership, France et al. [53]
indicated that parametric rolling in head seas introduces loads into on-deck container
stacks and their securing systems well in excess of design limits. Similar incident of
head-sea parametric rolling was reported for destroyers [54]; RoRo paxes [56]; and a
pure car and truck carriers (PCTC) in the Azores Islands waters [80, 150]. Parametric
roll resonancewas found to be themain cause of ships rolling over 47° and resulted in
the loss of 133 containers in January 2003 [30]. Because of the particular hull shape,
container carriers, are the most prone to parametric roll resonance. These cargo
ships have large bow flare and stern overhang, and thus experience abrupt variation
in the intercepted water-plane area when a wave crest or trough is amidships. A
simple approach to identify whether a ship is susceptible to extreme parametric
rolling (susceptibility criteria) was outlined by Silva et al. [172]. The calculations
for particular vessels were performed for a given wave and forward speed, which
would lead to the development of parametric roll. Non-linear numerical simulations
of ship in six degrees-of-freedom for regular head waves were conducted for a C11
class containership in the time domain.

Simulations for polar diagrams were carried out by Belenky et al. [14] who used
potential codes calibrated for roll damping with roll decay tests. The polar diagram
is based on the maximum roll angle observed during a one-hour simulation. Criteria
for polar diagrams are based on lashing strength and engine conditions. The choice
of loading conditions should be determined by sufficient coverage of the range of
natural frequency. Parametric roll resonance, pure loss of stability, and broaching-to
are among the primary modes of stability failures, which were addressed by Belenky
et al. [16].

Ocean waves are generally not harmonic or regular but irregular and random. In
an attempt to facilitate the analysis under irregular wave, Grim [66] introduced the
concept of effective waves, which is described in the next section

1.2.4 Grim Effective Wave Concept

It is known that the largest GZ fluctuations in regular longitudinal waves occur when
the wave has a length close to the ship length. Crest amid-ship and trough amid-
ship are the two nominal critical conditions used to characterize the ship righting
arm fluctuations. However, the largest and the smallest value for the metacentric
height are found for wave positions different from the critical two condition. The
effective wave concept introduced by Grim [66], and extended later by Belenky and
Sevastianov [11], is demonstrated in Fig. 1.8. The idea is that an irregular wave
should be replaced, using a least square fitting, by a regular wave of length L pp

(equivalent to the ship length) and height hef f (its crest or trough situated at the
center of gravity). By introducing the effective wave, the relationship between the
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Fig. 1.8 Concept of
effective wave, thick curve is
one complete effective wave
of length L pp and wave
height hef f [66], after [169]

ocean wave and the effective wave amplitude becomes linear so that the restoring
variation can be calculated by a linear superposition with nonlinear but non-memory
relationship between the roll restoring moment and the effective wave amplitude.
The effective wave concept was used by Umeda [184], Umeda and Yamakoshi [185]
and Umeda et al. [187] for calculating probability of ship capsizing due to pure loss
of stability in quartering seas. The reduction of restoring moment due to wave profile
was considered usingGrim’s effectivewave concept.A comparisonbetween effective
wave concept and direct stability calculations has validated such an approach.

Grim [66] expressed the actual wave profile by an “equivalent” wave having the
following expression:

zeq(x, t) = a(t) + hef f (t) cos

(
2π

L pp
x

)
(1.7a,b)

where a(t) a is the mean instantaneous value and an instantaneous height amplitude
hef f (t). The equivalent wave always has a crest, for hef f (t) > 0, or a trough, for
hef f (t) < 0, at miship, x = 0.

Hashimoto et al. [73] adopted the Grim’s effective wave concept for the predic-
tion of parametric rolling in irregular waves. Figure 1.9 shows the dependence of
the maximum roll angle of parametric rolling of a post-Panamax containership on

Fig. 1.9 Comparison of
maximum roll angle of
parametric rolling in
long-crested irregular head
waves with H1/3 = 0.221 m
and T01 = 1.32 s. - - - -
Froude-Krylov, _____

numerical simulation of
Hashimoto et al. [72], ▲
experimental results [72, 73]
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Froude number as predicted numerically and experimentally by Hashimoto et al.
[72, 73]. It is seen that both numerical estimates excessively overestimate the maxi-
mum roll angle of parametric rolling. The roll restoring variation in irregular waves
was estimated as the sum of nonlinear Froude-Krylov force2 with heave and pitch
obtained by hydrostatic balance for an instantaneous effective wave, radiation and
diffraction components calculated under the assumption that it has a linear relation
with wave steepness and roll angle. The uncoupled roll model was applied to para-
metric rolling prediction. The roll damping was estimated from a roll decay test
without forward velocity, and long-crested irregular wave was assumed to follow the
ITTC spectrum3 expressed as the sum of 1000 components of sinusoidal waves with
their random phases. Bulian et al. [23] modified Grim’s effective wave concept to
improve the approximation accuracy of random wave surface by adjusting its wave
crest position as an additional random variable. This modification (named Improved
Grim Effective Wave, IGEW) improves the prediction of the pitch moment and/or
static pitch equilibrium angle, while the roll moment prediction itself is sufficient
even with the original concept.

1.2.5 Ships Stochastic Roll Stability

Under random sea waves one must deal with probabilistic approaches when studying
stochastic stability, response, and reliability of ships roll motion. The probabilistic
theory of ship dynamics is well documented by Price and Bishop [160] and Lloyd
[111]. If the nonlinear effect of roll is neglected, the pitch equation of motion is
reduced to a linear differential equation, which is free from roll motion terms. The
probabilistic description of ships roll parametric resonance was studied numerically
by Belenky et al. [12]. The large amplitude of the roll response encountered in a para-
metric resonance regime might significantly influence the probabilistic characteris-
tics of rolling. The conventional models of ship behavior in irregular seas assumed
ergodicity (i.e., using one long realization) and a normal distribution of rolling. How-
ever, these assumptions do not always have a solid background. Observations and
records have validated the assumption of normal distribution and ergodicity of sea
waves. Numerical simulations and experimental tests conducted by Belenky et al. [9,
10] and Belenky [8] revealed that large amplitude roll cannot be considered ergodic.
Roll distribution, however, might be assumed normal for low-built ships. On the
other hand, if a ship has high free-board and GZ possesses S-shape, roll distribution
might not be Gaussian.

If the nonlinear effect of roll is neglected, the pitch equation of motion is reduced
to a linear differential equation, which is free from roll motion terms. When the pitch

2The Froude–Krylov force is the force introduced by the unsteady pressure field generated by
undisturbed waves.
3International Towing Tank Conference (ITTC) spectrum for fully developed sea is a modified
Pierson-Moskowitz spectrum.
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equation is solved, its response appears as a coefficient to the restoring moment of
the roll motion, and the roll equation of motion is reduced to the Mathieu equation

Ix
d2ϕ

dt2
+ 2ζ̄ωn

dφ

dt
+ ω2

n[1 + εΘ(t)]φ = εM(t) (1.8)

where Θ(t) represents the pitch angle which is assumed to be a random stationary
process, M(t) represents the wave random excitation, ζ̄ is a linear damping factor,
ωn is the natural frequency of the ship roll oscillation, and ε is a small parameter.

Bulian et al. [21] experimentally investigated the applicability of the Markov
process approach for a Ro-Pax, and confirmed the agreement is good for a narrow
band spectrum. Levadou and van’t Veer [106] also showed that the Markov process
approach can well predict the critical wave height of parametric rolling in irregular
waves. Bulian and Francescutto [22] proposed a fully analytical approach for the
determination of the stochastic stability threshold of parametric rolling, and it over-
estimates roll motion without a tuning factor. Themelis and Spyrou [181] proposed a
probabilistic assessment of parametric rolling by assuming probability of occurrence
of instability is represented by that of encountering the critical or worse wave groups.

Belenky et al. [12, 13] simulated parametric rolling in irregular waves with 50
realizations and numerically confirmed that roll motion is practically non-ergodic
while heave and pitch motions are not. The distribution of the roll response from
wave realizations of head seas was found to be quite far from Gaussian [15] since
the peak of the distribution is significantly sharp. The reason why rolling does not
follow Gaussian distribution is attributed to the inherent roll nonlinearity expressed
in damping and the righting arm curve. A similar shape of roll distribution was
observed in beam seas [9, 10]. Belenky et al. [16] proposed a method based on
the group structure of waves and envelope of parametric excitation might be very
promising and deserve special attention [18, 56, 182].

Under random wave forces on a ship hull in following or head seas, Dostal and
Kreuzer [44] studied parametric excitation of the roll motion. The transient evolution
of the joint probability density function of roll angle φ and roll velocity φ̇ was
computed for a significant wave height of 15 m, starting from an initial probability
density at t = 0 shown in Fig. 1.10a. The joint probability densities were computed
numerically at different times. Samples of the results are shown in Fig. 1.10b–d for
t = 200 s, 1000 s between (3300 s and 3700 s), 1000 s between, respectively.

The probability density function of Fig. 1.10d was averaged over one roll oscilla-
tion period (1000 s to 1012.4 s). The bi-modality of the densities shown in Fig. 1.10c
and d has dynamic reasons. Sample trajectories move counterclockwise in the coor-
dinate,

(
ϕ, φ̇

)
used in Fig. 1.10a–d. Starting a sample trajectory at φ̇ = 0 and positive

φ, the trajectory is slow in the first quadrant of the coordinate system. Due to the
parametric excitation and the restoring forces, the roll velocity increases and the time
spent in the fourth quadrant decreases, leading to lower probability density values.
Because of symmetry, the same arguments hold for a sample trajectory starting at
negative φ and φ̇ = 0. Since there is no significant difference between the densities
in Fig. 1.10c and d, the transient evolution of probability density already converged
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Fig. 1.10 Ship roll response joint probability density function (pdf): a Initial pdf at t = 0, b pdf at
t = 200 s, c pdf at t = 1000 s, and d averaged pdf from t = 1000 s to t = 1012.4 s [44]

to a stationary distribution in state space at this time. However, as can be seen from
Fig. 1.10b and c, the probability of stable roll motions gets lower with time, because
some Gaussian densities leave the safe basin at the critical roll angle, which corre-
sponds to zero righting arm. This is the condition for the occurrence of ship capsizing.
Dostal and Kreuzer [45] examined the problem of parametric roll in random seas,
where the random wave excitation is modeled by a non-white stationary stochastic
process using the method of stochastic averaging. The fast oscillatory dynamics of
roll was averaged over the roll period. This procedure yields equations for the drift
and diffusion of the roll energy. The non-stationary probability density of roll energy
was estimated by solving the corresponding Fokker-Planck equation using a finite
difference approach.

Van Daalen et al. [191] considered the full Pierson–Moskowitz [158] spectrum
discretized in a number of frequencies covering the spectrum and performed Monte
Carlo simulation to study the roll dynamic behavior of ships in large amplitude head
waves. They also considered the evolution of the roll amplitude when starting with
a probable state of the vessel in a given sea. The total energy in the roll motion was
taken as a measure to distinguish between safe and unsafe states. The risk that the
ship will reach a critical state was characterized by the time of arrival at this state,
starting from an arbitrary pattern of the waves and the dynamic state of the vessel in
the stationary situation. The percentiles of the arrival time distribution were taken as
a measure of the risk of significant rolling to which the vessel is exposed.
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1.3 Autoparametric Roll-Pitching Coupling

The concept of autoparametric interaction can be demonstrated using the example of
autoparametric vibration absorber developed by Haxton and Barr [74] and shown in
Fig. 1.11. This system consists essentially of a cantilever beam (of length �, stiffness
k2 and inherent damping c2) attached to a primary vibratory system of mass M ,
stiffness k1 and dashpot of damping coefficient c1. Under external excitation F(t),
the response of the primary system, x , imposes an axial motion on the cantilever,
thus generating a parametric excitation term in the equation of transverse motion of
the coupled cantilever. The transverse motion, y, in turn induces a reaction force on
the primary system. The system is analytically described by the equations of motion:

For the main mass:

Fig. 1.11 Schematic
diagram of an autoparametric
vibration absorber [74]
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(M + m)ẍ + c1 ẋ + k1xx − 6

5�
m

(
ẏ2 + y ÿ

) = F(t) (1.9)

For the coupled cantilever with mass m

mÿ + c2 ẏ +
(
k2 − 6

5�
mẍ

)
y + 36

25�2
my

(
ẏ2 + y ÿ

) = 0 (1.10)

The formof autoparametric coupling action is clear from (1.9) and (1.10). In (1.10)
the x motion appears as an implicit timedependentmodification of the cantilever stiff-
ness, i.e. a parametric excitation. For a lightly damped primary system the additional
term will have a negligibly small effect on the interaction between the two systems
under internal resonance conditions. Under harmonic excitation F(t) = F0 sin(Ωt),
Haxton and Barr [74] showed that large transverse motions of the coupled system
could be induced by harmonic forcing of themain system under conditions of internal
resonance ω1 = 2ω2, where ω1 = √

k1/m1, and ω2 = √
k2/m2. Under this condi-

tion, the response of the primary system is modified by the reaction of the coupled
system in the manner of a vibration absorber.

Figure 1.12 presents the amplitude-frequency response curves of the main mass,

Fig. 1.12 Amplitude-frequency response curves of the main mass (1) and cantilever absorber mass
(2) [74]
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“1”, together with the corresponding absorber response mass “2”. It should be noted
that the lower branches of the absorber response curves are unstable as indicated by
the broken curves and that the amplitudes of the absorber mass are approximately
ten times greater than those experienced by the main mass.

The absorber action occurs for a limited range of excitation frequency Ω is in the
neighborhood of the main mass natural frequency ω1 when the damping is not too
large. The points of vertical tangency on the absorber response curves are important
as they define the boundaries of the region of parametric instability of the absorber.
They coincide with the jumps observed in the main mass displacements. It is seen
that following the path of increasing frequency (indicated by arrows) the system
behaves as a normal one-degree of freedom system (region A) until it reaches the
cross-over point (point B). This corresponds to a point of vertical tangency in the
absorber solution and so absorber action begins. The main mass system then follows
the two-degree of freedom solution (region c), its amplitude reaching a minimum
value at Ω/ω1 = 1. It then climbs steadily until the collapse amplitude is reached
(point D). This corresponds to a vertical tangency in the absorber solution, which
defines the collapse frequency and marks the bound of absorber action. The result is
that absorber action ceases and the main mass amplitude drops to its one-degree of
freedom level (point E). Following a path of decreasing frequency (again arrowed)
the main system behaves in a similar fashion tracing the path F, G (absorber entry
point), C, H (collapse amplitude), K and A. The corresponding regions and points
on the absorber response curve are similarly illustrated using lower case letters, the
jumps bb and gg coinciding with the entry points B andG on themainmass response.

The nonlinear coupling may give rise to the occurrence of internal resonance
conditions among the interacting modes. Internal resonance implies the presence of
a linear relationship between the normal mode frequencies of the interacting mode

(i.e.,
n∑

j=1
K jω j = 0, where K are integers, and ω j are the natural frequencies of the

coupled modes, the number K =
n∑

j=1
|K j | = 0 is known as the order of internal

resonance). This type of coupling is referred to as autoparametric interaction when
an externally excited mode can act as a parametric excitation to other modes. The
problem of internal resonances in nonlinearly coupled oscillators is of interest in
connection with redistribution of energy among the various natural modes. This
energy sharing is usually brought about by resonant interactions among the natural
modes of the system. The coupling among these modes plays a crucial role in such
interactions. In a straightforward perturbation theory, internal resonances lead to the
problem of small divisors. Note that autoparametric interaction takes place when
both the internal resonance, ω1 = 2ω2, and external resonance, Ω = ω1, conditions
exist.

The equations of motion for a ship pitching and rolling in a calm sea considered
by Kinney [98] are coupled by means of a second order term in the rolling equation
of motion. When the pitching motion is simple harmonic the equation of motion in
roll is of the Mathieu type, the two independent parameters being pitching amplitude
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Fig. 1.13 Ship schematic
diagrams showing weight
and hydrostatic forces in a
displaced position
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and frequency. It was concluded that unstable rolling motions are possible for very
small pitching amplitudes. Furthermore, when the natural frequency of pitch is twice
that of roll the amplitude required to produce unstable motion is a minimum.

With reference to Fig. 1.13 and within the framework of the nonlinear coupling
of the forced response of a ship whose motion is restricted to pitch and roll for
longitudinal waves can be modeled by the following equations after keeping only
nonlinearity up to quadratic terms [140–145]:

(
Jyy + K θ̈

)
θ̈ + Mθ̇ θ̇ + Mθ θ + Mθθ θ

2 + Mφφφ2 = Mw(t) (1.11)

(
Jxx + Kφ̈

)
φ̈ + Kφ̇ φ̇ + Kφφ + Kθφθφ + Kφφφ2 = 0 (1.12)

where Jxx and Jyy are the ship mass moment of inertia about roll and pitch axes.
Kφ̈ and K θ̈ are the hydrodynamic added polar mass moment of inertia about the
ship roll and pitch axes, respectively. Mθ̇ and Kφ̇ are the pitch and roll damping
coefficients, respectively. In particular, Kφ̇ is nonlinear (see, e.g., [85]). Mθ and Kφ

are hydrostatic coefficients of linear restoringmoments in pitch and roll, respectively.
Mθθ and Kφφ are second-order hydrostatic coefficients of linear restoringmoments in
pitch and roll, respectively. The other second-order coupling coefficients of pitch and
roll restoring moments are Mφφ , Kθφ and Kφφ . In particular, the quadratic nonlinear
coupling terms Kθφθφ is the main source of autoparametric interaction, in which the
pitch oscillation, θ , acts as an implicit parametric excitation to the roll motion.Mw(t)
is the wave external excitation, usually referred to in the literature as the Froude-
Krylov plus diffraction wave forcing terms, dependent on wave heading, encounter
frequency Ωe. It is observed that for longitudinal waves, there is no roll external
excitation.

Generally, the coupling between pitch and roll of ships was described by Nayfeh
et al. [137] in the simplified form

θ̈ + ω2
1θ = −c1θ̇ + κ1φ

2 + M1 cos(Ωet + β1) (1.13)
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φ̈ + ω2
2φ = −c2φ̇ + κ2φθ + M2 cos(Ωet + β2) (1.14)

whereω2
1 andω2

2 are the undamped natural frequencies of pitch and roll, respectively.
c1 and c2 are the damping coefficients in pitch and roll, respectively.Generally, the roll
damping ismore complicated than this linear representation. κ1 and κ2 are coefficients
of nonlinear terms. M1 and M2 are the amplitudes of pitch and roll moments after
dividing by the inertia of each, i.e.,

(
Jyy + K θ̈

)
and

(
Jxx + Kφ̈

)
, respectively, Ωe is

the encounter forcing frequency, and β1 and β2 are phase angles. The coefficients of
(1.3) and (1.4) are dependent on the ship speed and other sea wave characteristics.
Nayfeh et al. [137] considered the response of (1.11) and (1.12) for using the method
of multiple scales. Three cases were considered: (i) when the encounter frequency
is zero, i.e., Ωe = 0 (ii) when Ωe = ω1, and (iii) when Ωe = ω2. These cases are
studied in the neighborhood of internal resonance, ω1 = 2ω2, i.e. when the pitching
frequency is twice the rolling frequency. In the analysis twodetuning parameterswere
introduced to measure the nearness of the internal resonance and external resonance
from the exact values. These are

2ω2 = ω1 + εσ1, andΩ = ω1 + εσ2 (1.15)

Another control parameter, γ were found to govern the characteristics of the roll
response

γ = 4ω1ω2[2σ2(σ1 − σ2) + c1c2] (1.16)

It is known in linear single degree-of-freedom systems that the response amplitude
is linearly proportional to excitation amplitude for a given excitation frequency. This
is true for the main mass of Fig. 1.11 and for the ship roll response of (1.12) as
long as the absorber mass (1.10) or the ship roll (1.12) remains undisturbed up to a
critical forcing amplitude F0st abovewhich themainmass amplitude or the ship pitch
response does not increase with the forcing amplitude and reaches a saturation value.
At F0st the absorber mass or the ship roll begins to bifurcate from its equilibrium
position and its response increases nonlinearly with the forcing amplitude. Above
that level the pitch amplitude does not change from the critical value (i.e., the pitch
mode is saturated), and all of the extra energy is transferred to the roll mode. Thus, for
large excitation amplitudes, the amplitude of the roll mode is very much larger than
that of the pitch mode. For large excitation amplitudes, the response is a combined
role and pitch motion, with the amplitude of the roll mode being very much larger
than that of the pitch mode. This saturation phenomenon was originally reported
by Nayfeh et al. [137, 138] and Haddow et al. [68]. This saturation phenomenon
takes place only with coupled systems with quadratic nonlinearity (such as yẍ). If
the coupling is cubic this phenomenon disappears. For the case Ωe = ω1 + 0.025,
ω1 = 2ω2, and γ > 0, Fig. 1.14 shows the dependence of the pitch, 2ϑ0, and roll, 2ϕ0

response amplitudes on the excitation amplitude parameterμ1 = (
κ2
ε2

)
M1. Twovalues

of the excitation amplitude are indicated by vertical arrows at which the response
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Fig. 1.14 Dependence of pitch and roll response amplitudes ϑ0 and ϕ0 of the excitation amplitude

μ1 =
(

κ2
ε2

)
M1 for a fixed encounter frequency close to the pitch frequency, where ω1 = 1 rad/s,

ω1 = 2ω2, Ωe = ω1 + 0.025 and γ > 0: ______ Stable solution, - - - Unstable solution, ◯, �

numerical simulation [137]

amplitudes bifurcate, where the pitch amplitude assumes the value 2ϑ∗
0 while the

roll jumps from its zero equilibrium to a non-zero value. All dashed curves are
belonging to unstable solutions. Figure 1.14 reveals the saturation phenomenon. As
the excitation amplitude increases from zero, the pitch amplitude increases linearly
until it reaches the value ϑ∗

0 , while the roll amplitude remains zero. This corresponds
to the linear solution of a linear single-degree-of-freedom system. Figure 1.15 shows
the bifurcation and saturation phenomenon for the case γ < 0.

The nonlinear coupling of the pitch (heave) and roll modes of ship motions in
regular seas when their frequencies are in the ratio of two-to-one was studied by
Nayfeh et al. [137], Mook et al. [128] and Nayfeh [136]. A significant observation
was that the nonlinear theory predicts instabilities in regions where the linear theory
predicts stability. Moreover, the nonlinear theory predicts conditions for the nonexis-
tence of steady-state periodic responses. Instead, the responses can be amplitude-and
phase-modulated roll and pitch motions or even chaotic. When the excitation fre-
quency is near the roll frequency, there is no saturation phenomenon and at close to
perfect resonance, there is no steady state response in some cases. In the absence of
two-to-one frequency ratio between pitch and roll natural frequencies Mook et al.
[128] found that there are five resonant situations and, depending on the value of the
parameters, three can involve large motions.

A perturbation analysis of the nonlinear coupling between the pitch and rollmodes
was employed by Nayfeh et al. [138] who demonstrated that an energy approach can
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Fig. 1.15 Dependence of pitch and roll response amplitudes ϑ0 and ϕ0 of the excitation amplitude

μ1 =
(

κ2
ε2

)
M1 for a fixed encounter frequency close to the pitch frequency, where ω1 = 1 rad/s,

ω1 = 1 rad/sec, ω1 = 2ω2, Ωe = ω1 + 0.025 and γ < 0: ______ Stable solution, - - - Unstable
solution, ◯, � numerical simulation [137]

be used to advantage in developing the nonlinear equations governing the motion of
ships. They also indicated that employing Taylor series expansions to determine the
loads on the hull of a ship can lead to the physically unrealistic prediction of self-
sustained oscillations, unless certain relationships among the nonlinear coefficients
are satisfied. It was shown that the simplified equations of motion which result after
imposing these relationships can be found directly from an energy formulation of the
problem. The energy approach is used to develop the nonlinear equations governing
the roll and pitchmodes to third order and the equations governingmotions having six
degrees-of-freedom to second order. The nonstationary responses of a ship model
with nonlinearly coupled pitch and roll modes were studied under modulated or
nonstationary excitation by Pan and Davies [151]. The nonstationary excitation is a
sinusoidal excitation with either a slowly varying amplitude or frequency. The loss
of dynamic stability and the resulting large-amplitude roll of a vessel in a head or
following sea were studied theoretically and experimentally by Oh et al. [148, 149].
The ship dynamics was described in terms of roll, pitch, and heave oscillations. The
governing equations for the heave andpitchmodeswere linearized and their harmonic
solutions were coupled with the roll mode. The principal parametric resonance was
considered in which the excitation frequency is twice the natural frequency in roll.
Force- response phenomena and multiple stable solutions for the case of subcritical
instability was observed in the experiments.
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1.4 Coupling with Liquid Sloshing

Liquid sloshing dynamics in ships’ cargo adds additional problem to the vessel sta-
bility and safety. A liquid cargo tank is excited by ship motion and the subsequent
liquid sloshing flow itself affects the ship motion in return. The simultaneous exis-
tence of liquid free surfaces outside and inside a liquid cargo tank results in different
hydrodynamic loads on the ship. Ships with large ballast tanks and liquid bulk cargo
carriers often have to deal with significant sloshing loads during their operations.
The interaction between sloshing and ship motion becomes significant as the ratio
of volume of the containers to that of the ship exceeds a critical value. Recent exper-
imental and numerical studies have shown that the coupling effect between liquid
cargo sloshing and LNG (Liquefied Natural Gas) ship motion can be significant at
certain partial filling levels. This effect is of great concern to the LNG FPSO/FSRU
operation in the production site and offloading operation of LNG-carriers close to
LNG terminal. The coupling effects are expected to become more important as the
size of LNG-carriers significantly increases with greater market demand.

When the tankmotion is large, a hydraulic jump hits the bulkhead before breaking,
a large impact can occur. Sloshing impact occurs when there is a sudden change in
the wetted surface due to liquid motion in the tank. In a partially filled compartment,
a wider area on the tank wall is vulnerable to the sloshing impact of the cargo. The
local pressure due to sloshing hydrodynamic loads can cause a critical damage in
the insulation box of liquefied natural gas4 (LNG) carriers. Most ships with liquid
cargo experience impulsive local loads on the cargo ceiling depending on the state of
the sea. The ocean/sea state is characterized by statistics, including the wave height,
period, and power spectrum. The state of the sea waves varies with time, as the
wind conditions or swell conditions change. Several studies have been conducted to
examine the influence of liquid sloshing impact in LNG carriers [2, 38, 48, 51, 119].

Sloshing of liquefied natural gas (LNG) cargo can cause high impact loads on the
supporting and containing structures. This is particularly critical for membrane-type
tanks possessing flat surfaces and corner regions, which can lead to increase peak
impact pressures. Determination of the sloshing load inside LNG cargo tanks and
subsequent strength assessment of membrane-type containment systems are docu-
mented in the ABS [4, 5]. Inside the membrane-type tank hull structure, there are
two major structural systems—LNG containment system and pump tower structure.
The membrane-type LNG containment system consists of three components. These
are thin metal membranes to prevent cargo leakage, foam or powdery insulation
material to maintain the low temperature to keep the LNG cargo in a liquid state;
and an associated structure to retain the membrane and insulation material in order
to secure them with the hull structure.

Ship motions of liquid vessels tend to be relatively large in comparison with those
of large vessels (see, e.g., [27, 170, 171, 178, 202]). A numerical analysis of sloshing
impact pressure induced on a middle-sized double hull tanker was carried out by

4LNG is a natural gas (predominantly methane, with some mixture of ethane) that has been cooled
down to liquid form for ease and safety of non-pressurized storage or transport.
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Shinkai and Tamia [171] using the SOLA-SURF scheme. Numerical simulations
were carried out for the cargo oil tanks in order to examine the characteristics of
sloshing impact pressure. Takemoto et al. [178] carried out an experimental study on
sloshing loads acting on middle-sized tankers with double hull structures. Sloshing
impact pressures were measured at inner surfaces of the models and on the inner
structural members. Peak values of impact pressures were detected, processed sta-
tistically and evaluated by 1/10 highest mean values. As a result, basic aspects of
sloshing loads were shown through experimental studies such as effects of fill rates
on resonance frequencies, effects of inner structural members on sloshing impact
pressures and effects of swash bulkhead to reduce sloshing.

Extensive studies were devoted to the new-generation large LNG vessels of
200,000 to 250,000m3 cargo capacity (see, e.g., [24, 25]). Zalar [205] considered the
safe operation of 138,000 m3 membrane type LNG carrier with intermediate fillings
during the transient phase of LNG transfer. Later, Zalar et al. [206, 207] devel-
oped sloshing assessment based on hydrodynamic analysis, model tests, numerical
simulation, finite element method, and drop tests. Particular attention was given to
different types and nature of sloshing liquid flows and to dynamic effects of large
liquid free surfaces on global sea-keeping behavior. An efficient numerical model of
hydrodynamic-structural coupling was developed to simulate linear and nonlinear
hydro-elastic responses. The hydrodynamic analysis of second-order wave interac-
tion with the floating system was presented by Chen [35, 36] who evaluated the drift
loads and the low-frequency wave loads. The problems of sloshing-induced fatigue
damage of ship tankers are well documented by Ibrahim [84].

Floating liquefied natural gas (FLNG) consists of a ship-shaped floating hull
equipped with liquefaction plants and LNG storage tanks. The ocean wave-induced
motions of the vessel would result in violent liquid sloshing inside liquid tanks in the
vessel. The liquid sloshing in return results in highly localized impact pressures on
the tank walls, which may cause structural damages and may even induce sufficient
moment to capsize the vessel that carries the tank. This coupled phenomenon is one
of the design concerns and is essential for FLNG systems in production or offloading
operations in real sea states. Vessels carrying crude oil possess few number of lard
tanks and thus the natural period of free surface waves becomes close to the period
of ocean waves. This causes substantial ship motions and imposed on the contained
liquid. It is known that liquid sloshing in partially filled cargo and ballast tanks can
cause severe damage to ship structures. For ships that operate with partially filled
tanks of relatively large size, Hamlin [70] reported some experimental results for
measuring hydrodynamic forces and pressures acted on model structural elements
during forced pitching, rolling and surging. By using the Laplace transformation
technique, the dynamic coupling of a liquid tank system under transient excitation
was numerically examined by Lui and Lou [112]. Numerical results for various
types of external excitations and the resultant motions of the fluid-tank system are
presented and compared with the equivalent non-shifting cargo system. The results
of the comparison indicate that the discrepancy of responses in the two systems can
obviously be observed when the ratio of the natural frequency of the fluid and the
natural frequency of the tank is close to unity.
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The coupling between the roll motion of a ship in a regular beam sea and the
sloshing of a free surface liquid in a compartment was studied experimentally by
Francescutto and Contento [55]. The amount of the water in the compartment was
been kept constant during any single test but four different degrees of filling were
considered. To emphasize the effect of the free surface of the liquid in the container,
the frozen liquid condition was tested as well.

By using the Laplace transformation technique, the dynamic coupling of a liquid
tank system under transient excitation was numerically examined by Lui and Lou
[112]. Numerical results for various types of external excitations and the resultant
motions of the fluid-tank system are presented and comparedwith the equivalent non-
shifting cargo system. The results of the comparison indicate that the discrepancy of
responses in the two systems can obviously be observed when the ratio of the natural
frequency of the fluid and the natural frequency of the tank is close to unity.

Experimental measurements of the ship roll amplitude and its dependence on the
encounter wave frequency for both frozen and free surface liquid condition were
obtained by Francescutto and Contento [55] for different tank fillings. Sample of the
results are shown in Fig. 1.16a and b for two different liquid fillings 0.1 m and 0.16
m, respectively It is seen that the principal natural rolling period is increased and the
main resonance is shifted to a lower frequency than for the frozen liquid case. The
sloshing of liquid was found to cause a stabilizing effect as compared to the case of
the ship with or without frozen liquid. Figure 1.16a and b show another resonance
peak in rolling oscillations at a frequency higher than the principal natural frequency
of the ship with or without frozen liquids. This resonance was associated with violent
sloshing with formation of liquid jets.

The early work dealing with sloshing interaction with ship dynamics was largely
carried out within the framework of the linear solution of ship dynamics and lin-
ear sloshing dynamics. The linear potential theory was employed for external wave
action and internal sloshing flow. In addition, a considerable number of these studies
considered a two-dimensional case. For example, Mikelis and Journée [119] pre-
sented a two-dimensional finite difference transient solution for the prediction of

Fig. 1.16 Dependence of measured roll response amplitudes on the wave encounter frequency for
(▼) frozen and (●) free surface liquid tanks: a filling depth is 0.1 m, b filling depth is 0.16 m [55]
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liquid motions and induced pressures in partially filled containers on ships. Experi-
ments were also conducted on scaled tanks and the measured pressures and bending
moments were compared with numerical predictions. Journée [89] analyzed a ship
model with liquid cargo tanks and the model was tested in beam waves at zero for-
ward speed for a wide range of filling levels. The measured roll data of the model
were compared with the results obtained from strip theory calculations. Lee and Choi
[101] conducted experiments and numerical study on the sloshing problem in cargo
tanks. The fluid motion was predicted using a high order boundary element method.
In cases of low filling depths, hydraulic jumps were formed when the excitation fre-
quency is close to the resonance frequency whereas in the case of high filling depths,
a large impact pressure was obtained. Molin et al. [127], Malenica et al. [114] and
Newman [146] performed numerical simulations on the coupled problem between
ship motions and internal sloshing based on the assumption of linear sloshing flows
inside the tanks. Two-dimensional experiments of a hull section containing tanks
filled with different levels of water excited in sway by regular waves were conducted
by Rognebakke and Faltinsen [164]. The steady-state motion of the ship was found
almost linear and sinusoidal with the frequency of the linear incident waves although
the liquid sloshing in the tanks was violent. This implies that higher-order harmonics
of the sloshing force are filtered out by the system. The calculated coupled motion
was found sensitive to the damping of the sloshing motion in a certain frequency
range where the coupled sloshing and ship motions caused resonant ship motions.

Nam and Kim [129] carried out a series of model tests to investigate the effects of
sloshing on the motion responses of FLNG. They found that the coupling effects do
not always result in the increase of sloshing-induced pressure and that the increase
or decrease of pressure is dependent on resonant condition. Nasar et al. [131–135]
conducted an experiment to study the phenomenonof liquid sloshing in partially filled
tanks mounted on a LNG carrier exposed to regular beam waves. Three ballasting
conditions of the vessel with different filling levels, drafts, and center of gravities
have been considered.

Kim et al. [96] considered linear ship motion using an impulse-response function
method, while the nonlinear sloshing flow was simulated using a finite-difference
method. The sloshing-induced forces and moments were added to wave-excitation
forces and moments, to determine the corresponding body motion. The developed
schemes were applied for the swaymotion of a box-type barge with rectangular tanks
and the roll motion of a modified S175 hull with rectangular anti-rolling tank. It is
found that the nonlinearity of sloshing flow is very important in coupling analysis.
Due to the nonlinearity of sloshing flow, the ship motion was found to exhibit a
strong sensitivity to wave slope. The interaction of nonlinear sloshing flows inside
ship tanks with ship dynamics was simulated in time domain based on computational
fluid dynamics by Lee et al. [104] and Lee and Kim [105]. Lee et al. [103] consid-
ered rectangular LNG tanks subjected to external loadings using a computational
fluid dynamics simulation, which were verified experimentally. It was found that the
effects of viscosity and density ratio of fluid on impact pressures are insignificant,
while the compressibility of fluid plays an appreciable role. In another study, Lee
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et al. [104] analyzed the coupling and interaction between shipmotion and inner-tank
sloshing using a time-domain simulation scheme.

Mitra et al. [121, 122] employed the finite element method for the simulation of
nonlinear sloshing coupled with nonlinear ship motion in time domain. Taking into
account the strong nonlinear characteristics, such as overturning and breakingwaves,
Peric et al. [154] carried out a numerical simulations of coupling between transla-
tional ship motions and internal sloshing. Depending on the filling level, Clauss
et al. [37] found that the vessel’s response amplitude of roll motion was found to be
affected by the wave incident angle as well as the phase shift of tank sloshing and
body motions. This was attributed to the coupling between the moving liquid and the
hull motions. 138,000 m3 LNG carrier with four membrane tanks was numerically
analyzed for different filling levels and wave incident angles in frequency domain.
Instead of one single resonance peak as for the solid filling case, the roll response
amplitude of the dual-mass system features two peaks, whose magnitudes and posi-
tions were found to depend on the filling level of the cargo tanks. But coupling effects
due to resonant sloshing also affect longitudinal body motions.

The sloshing effect on the motions of a two-dimensional rectangular cylinder was
studied experimentally and numerically by Kim et al. [97]. Their results revealed that
the sway response is considerably affected by the motion of the fluid, particularly
near the sloshing natural frequency, while the roll response changes comparatively
small. The coupling effect between ship motion response and internal sloshing flow
was studied by Jiang et al. [87] who considered a viscous two-phase flow model
with the Volume of Fluid (FOM) interface technique based for solving the internal
liquid sloshing problem, while the impulse-response-functionmethod was employed
for the external ship response. Numerical simulations for a three-dimensional sim-
plified LNG-FPSO ship with two partially-filled prismatic tanks were carried out,
including the global ship response and sloshing impact loading. The ship motion
response was found to reveal strong sensitivity to incident wave steepness for low-
filling conditions in the neighborhood of the ship natural frequency and sloshing
natural frequency. If the incident wave frequency is close to the sloshing natural
frequency, the impact loading was observed in global sloshing moment signal. How-
ever, the steady-state ship motion is still of sinusoidal characteristics with incident
wave frequency. It implies that the impact loading of sloshing-induced moment has
no important coupling effect on global ship response. The occurrence of impulsive
signal can be observed in local pressure evolution on structure, indicating that the
local impact action of sloshing flow is significant around sloshing motion natural
frequency.

Numerical simulations of the coupling cases were carried out by Jiang et al. [87]
for the three-degree-of-freedom ship carrying two liquid tanks. The dependence of
the roll motion response amplitude operators5 (RAOs), φ0 B/2A, (where φ0 is the roll
angle amplitude,B the length of the liquid tank, and A is thewave amplitude) in beam-
sea on incident wave frequency parameter, ω

√
L/g (where ω is the wave frequency,

5Response amplitude operators (RAOs) are statistic parameters that are used to determine the likely
behavior of a ship when operating at sea.
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and L is the ship length) for four different ratios of tanks filling: (20%, 20%), (30%,
30%), (57.5, 43.3%), and (82.6%, 82.6%) (where the first filling percentage is for
the fore peak tank, while the second percentage is for aft peak tank) are shown in
Fig. 1.17a–d, respectively. These figures include other results obtained by Nam et al.
[130] and Gou et al. [62]. The comparison reveals agreement with the numerical and
experimental results of Nam et al. [130]. However, the numerical results in Gou et al.
[62] have evident discrepancy with others, especially for (20%, 20%) and (30%,
30%) filling conditions. It was implied that the nonlinear effect of internal liquid
sloshing is important for ship roll motion, especially for low-filling conditions. The
linear potential sloshing model cannot predict this phenomenon.

In addition, it should be noted that the numerical models in Nam et al. [130] and
Gou et al. [62] are not capable of simulating the (82.6%, 23.5%) filling condition as
shown in Fig. 1.17d. In the fore peak tank, the still water level is at the upper slope
of the tank for 82.6% filling condition. The numerical model by Nam et al. [130]
adopted a single-valued function to track the free surface motion. It fails to simulate
the non-orthogonal still water level and adjacent wall.

Scaled model tests of an FLNG section considering the sloshing flows inside the
tank were carried out by Zhao et al. [209]. It was reported that the natural period
of roll motion shifts towards higher periods due to the effects of the internal liquid

Fig. 1.17 Dependence of roll response amplitude operators on incident wave frequency of LNG
ship for four different tanks fillings (fore peak, aft peak) in beam-sea: a 20%, 20%, b 30%, 30%,
c 57.5%, 43.3%, and d 82.6%, 82.6%. � experiment, ______ [62], - - ▲- - [130], and - -● - - [87]
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sloshing. The internal liquid flows would serve as a damper in free decay motions of
an FLNG vessel in still water.

Under band limited random excitation of the wave maker with a spectral density
of about 0.45 m2s/rad that covers a frequency band 0.2–1.6 rad/s, Zhao et al. [209]
measured the response spectra of the roll motions ballasted with fresh water and then
equivalent solid weights shown in Fig. 1.18. The peak value of the response spectra
in the liquid case is much larger than that in the steel ballasting case. The response
spectrum of liquid sloshing is shown in Fig. 1.19 and it reveals two peaks closely
related to the vessel motions, while the other peaks correspond to the natural periods
of the internal sloshing in different surface modes. This is a clear demonstration that
there is a certain degree of coupling between the roll motions and the first mode
internal sloshing, while little coupling lies in between those in higher modes.

The response peak of the vessel motions shifts towards higher periods due to
liquid sloshing as shown in Fig. 1.20. The roll response amplitude operators of the
FLNG section in the liquid case is observed to be smaller than that in the solid loaded
case near the first mode periods of the liquid sloshing. This indicates that the internal
sloshing would either amplify or reduce the global roll motions of the vessel. A
similar phenomenon has also been observed in the numerical simulations by Kim
et al. [96]. A possible explanation for this interesting phenomenon may be related

Fig. 1.18 Comparison of
roll response spectrums of
the FLNG section: ____ with
sloshing, - - - without
sloshing [209]

Fig. 1.19 Comparison of the
response spectrums for the
internal sloshing oscillations
at _________ Head side of the
tank, and at - - - - Following
side of the tank [209]
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Fig. 1.20 Comparison of the
response amplitude operators
for the roll motions of the
FLNG section: ____ with
sloshing, - - - without
sloshing [209]

to the phase difference between the internal and external forces of the FLNG vessel.
As reported in the numerical simulations of Kim et al. [96], the phases near the first
mode sloshing period show almost 180◦ difference between internal sloshing forces
and external excitation forces, in which case the sloshing can effectively reduce the
global motions. On the other hand, as the excitation periods move away from the
first mode sloshing period, the phase differences tend to approach the value 0◦, in
which case the sloshing would amplify the global motions.

Cercos-Pita et al. [31] considered the nonlinear dynamics of a vessel interacting
with a free surface tank onboard using nonlinear ship motion simulation program
with six degrees of freedomand a computational fluid dynamics approach.Numerical
results were presented for the nonlinear roll motion of a vessel with and without a
free surface tank in regular beam waves with different values of wave steepness.
The behavior of the roll response with the tank partially filled with fluid was that
the tank acted as an anti-rolling device for the case of the lowest two values wave
steepness (1/80 and 1/67). In such cases the roll response shows the double-peak
shape. However, the roll motion has a totally different behavior for the largest forcing
steepness (1/50). In such case, the maximum roll amplitude with tank was found to
be much closer to the maximum roll amplitude without tank, and the effectiveness
of the tank, as an anti-rolling device, is very significantly reduced. The interaction
between vessel motions and internal tank sloshing for Floating Liquefied Natural
Gas (FLNG) was extended by Zhao et al. [208]. They developed a numerical code
based on potential flow to investigate the coupling interaction between 6 degrees
of freedom vessel motions and internal nonlinear sloshing. The impulsive response
function method was adopted in the resolution for the 6 DOF vessel motions, and
internal liquid sloshing was numerically solved with the boundary element method.
Their study mainly dealt with the effects of sloshing on the global motion responses
of a vessel, which are slightly affected by the impact of sloshing loads as indicated
by Jiang et al. [87]. The sloshing effects on a vessel’s motions are closely related to
the phase shift between the sloshing and vessel’s motions, and coupling properties
differ for differentmotionmodes. It was found that significant coupling effects can be
induced in beam sea conditions between sway and roll motions and internal sloshing;
heave motion is slightly affected by internal sloshing. The sloshing responses are
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mainly excited when the natural roll motion and natural sloshing frequencies are
close to each other. Coupling effects will increase rapidly when the natural sloshing
frequency is close to the main response frequency region of the ship. The phase
shift between wave loads and sloshing loads shows rapid change near the natural roll
motion and natural sloshing frequencies.

Saripilli and Sen [165–167] and Sen and Saripilli [168] developed a ship motion
algorithmcoupledwith slosh loads and studied the effect of the coupling on both slosh
loads and ship motions for different conditions. A hybrid approach by combining a
potential flow based solution scheme for the external fluid flow and a viscous flow
solver for the internal sloshing flow was adopted. The potential flow solution for
the ship motion problem was obtained by using boundary element method (BEM),
while the viscous flow solution for the sloshing problem was determined using finite
volume method (FVM) based on viscous multiphase interface capturing volume
of fluid (VoF) technique. The influence of filling on coupled motion responses was
studied and couplingwas observed to bemore severe at lowfilling conditionswhich is
expected. For three-dimensional cases of LNG FPSO equipped with large prismatic
tanks [130, 166, 168], it was reported that at lower fill levels roll motion is more
significantly damped and the magnitude of roll response amplitude operator is less
for lower fill levels when compared to higher fill levels. However, But the cases of
FLNG, Saripilli and Sen [167] found that the magnitude of roll response amplitude
operator may increase as the fill level decreases. Similar trend was reported in the
experiments of Zhao et al. [210].

1.5 Passive Control of Ship Roll

1.5.1 Early Developments

Stabilization of ship tankers roll dynamics has been the focus of several studies
over many years. According to McMullen [118], the types of tank systems may be
classified as undamped free surface tanks [196, 197], damped free surface tanks, U-
tube tanks, active tanks, and controlled tanks. Passive water tanks have two basically
different structures. One is the free surface anti-rolling tank (ART) and the other one
is the U-tube tank (ART). The anti-roll tanks basically act as mechanical absorbers
to attenuate the ship roll motion. They can be classified as passive [32, 33, 39,
52, 69, 108, 159, 174, 192, 194], controlled-passive [17] and active [41, 120, 198,
212]. The reduction of rolling of ships by using auxiliary wing tanks connected by
pipes was realized long time ago. The basic principle the two anti-roll tank types
is to transfer the liquid from starboard to port side and vice versa, with a certain
phase lag with respect to the ship’s rolling motion. This provides a counteracting
moment to stabilize the ship roll oscillations. The use of anti-rolling tanks in the
German luxury liners Bremen and Europa reduced the maximum roll from 15◦ to 5◦
[162]. The motion of the ship causes appropriate masses of fluid, water or reserve
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fuel, to flow side-to-side between tanks that are mounted at specific heights and
distances from the ship’s center line. The resistance in the connection between the
tanks is tuned so that the fluid motion is out-of-phase with the ship roll motion;
thus, generating opposing moments that will minimize the adverse effects of wave-
induced excitations. Burger and Corbet [26] explored the means of resisting rolling,
including bilge keels, oscillating weights, anti-rolling tanks, gyroscopic stabilizers,
and tilting fin systems. In particular, the anti-rolling tanks that are divided into three
types, including diversified tanks, free surface tanks, and U-tube tanks. Kula [99]
presented an overview of different methods of roll motion compensation including
passive and active control.

Frahm [52] introduced an anti-roll tank in the form of a U-tube. This is shown
in Fig. 1.21 (taken from [43]). In this system, a moment opposing the roll motion
of the ship is generated by the oscillating fluid. Figure 1.21a depicts the old version
of Frahm’s anti-roll system, which consists of two half-full tanks that are connected
at the bottom by a water pipe and at the top through an air pipe fitted by a V-valve.
Figure 1.21b shows a newer version of Frahm’s anti-roll system in which the lower
pipe connecting the tanks is omitted and replaced by the open ocean. The “blisters”
are extended along two-thirds of the length of the ship and are subdivided into three
or more compartments by vertical partitions. Stigter [174] derived the equations of
motion of the fluid in a passive U-tube anti-roll tank and determined the coupling
terms between the ship and the tank. Stigter [174] employed an equivalent double
pendulum in which the mass of the tank fluid can be regarded as a second pendulum
attached to the pendulum representing the ship, over most of the roll frequency range.
Lewison [108] proposed a scheme to optimize the design of free-surface passive
tanks.

Bell andWalker [17] examined two differently controlled anti-roll tanks. The first
is controlled by valves mounted in the water channel. The second is controlled by
valves in the air channel. In active anti-roll tanks, either air pressure or a pump is
used to move the fluid between tanks. Webster [198] examined the control of pump-
activated U-tube tanks. He demonstrated the superiority of active anti-roll tanks over
passive ones in reducing the ship roll motion. It should be emphasized that both
anti-roll tanks and moving weights are independent of the vessel forward speed. As

Fig. 1.21 Frahm’s anti-roll ship tanks: a Two tanks each half filled with water (old type), bModern
“blister” construction of Frahm’s anti-rolling tanks [43]
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a consequence, both systems have the advantage of being effective when the ship
is not underway or moving at low-speeds. However, the drawback of these systems
stem from the fact that they require a significant amount of hull space.

1.5.2 Anti-roll Tank

Ships with free surface anti-rolling tanks (ARTs) involve nonlinear coupling between
the ship dynamics and liquid sloshing dynamics. The major concern related to the
sloshing flow is the slosh-induced loads such as local impulsive pressure. The slosh-
induced forces and moments affect the ship motion. Accordingly, the ship dynamics
and sloshing problems should be solved simultaneously. The key of ART design is
to tune the natural periods of the ship roll motion with the sloshing flow. The main
advantages of such an ART are the large damping moment at small roll amplitudes
and the ease to adapt the response by changing the water level. The performance
prediction ofART is not a simple task because the sloshingflow is a strongly nonlinear
phenomenon and the slosh-inducedmoment is not linearwith respect to the excitation
amplitude. Moreover, the phase difference is hard to predict when the sloshing flow
is coupled with the ship motion. It is believed that the free surface ART concept was
tested for the first time by Watts [196]. Later, extensive bench tests were carried out
to provide datasets necessary for the design of such devices (see, e.g., [79, 100]).
Several attempts were made to predict the response of the (see, e.g., [7, 193]). The
experimental studies showed that the response of an ART to roll motion is highly
frequency and amplitude dependent [29].

Bosch and Vugts [19] conducted an experimental investigation on a free-surface
anti-roll rectangular tank, partially filled with water (shown in Fig. 1.22a) subjected
to sinusoidal oscillations about a fixed axis. Themoment amplitude, AM , due towater
sloshing and phase angle,ϑM with respect to the forced tank rollingmotionwere esti-
mated. Systematicmeasurementswere done for awide range of tank parameters (tank
width and mean water depth) and motion parameters (roll amplitude and frequency).
The complete series of experiments was simulated with the program ComFlo by Van
Daalen et al. [189]. Taguchi et al. [177] experimentally and numerically studied the
nonlinear roll motion of a ship with a Frahm anti-rolling tank (ART) onboard for two

Fig. 1.22 a Geometry of an anti-roll tank [190] and b Modified S175 hull with an anti-roll tank
[95]
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loading conditions, namely normal stability condition and poor stability condition, in
regular beam waves. It was found that the model ship with the ART in poor stability
condition can exhibit irregular and complicated roll motion even in regular waves.
Numerical investigation with equations of the coupled motions of rolling of a ship
and fluid in an anti-rolling tank showed that roll motion in poor stability condition
could exhibit complicated response in a wide range of control parameters (namely�

the wave frequency and the wave steepness), in relatively low frequency region. The
numerical simulation of passive roll-damper tanks for fishing vessels using smoothed
particle hydrodynamics was presented by Iglesias et al. [86]. The results of the simu-
lations were validated with experimental tests. Large amplitude waves and breaking
waves appear were reproduced.

The variation of the restoring moment in the process of sloshing motion for the
anti-rolling tank was studied by Gao et al. [59] who considered the effect of the
change of the tank angle of the anti-rolling tank in the process of sloshing motion.
The damping coefficient was regarded as a time-varying function. The restoring
moment provided by the tank at different frequencies of the harmonic motion was
calculated. A three-dimensional numerical simulation of the liquid sloshing dynam-
ics was estimated using a computational fluid dynamics simulation, which was found
in agreement with the predicted theoretical values for the calculation of the restoring
moment. The shape of the interior geometry, e.g. additional struts, plates or other
flow obstructions, has an effect on the response, which makes it difficult to predict
the response by analytical models. The response of a two-dimensional and three-
dimensional model scale free surface ART using the computational fluid dynamics
code ReFRESCO (www.refresco.org) was studied by Kerkvliet et al. [92]. The com-
putational fluid dynamics results were validated experimentally using model-scale
test results of Carette [28]. At the off-resonance frequencies, the two-dimensional
simulations showed very accurate results. Around the resonance frequencies, three-
dimensional simulations provided better agreement, since air enclosure during wave
breaking is better captured. If air enclosure occurs in two dimensional simulation, the
enclosed air was found to damp the impact on the side wall, but more importantly it
reduced the transversal transport of water and, as a result, less water is concentrated
at the side corner. This will reduce the overall roll opposing moment and damping
response. Monitoring of the change in total water volume during the simulation was
found to be important for a free surface ART since the response strongly depends
on the filling height. By optimizing the numerical settings, e.g. increase the iterative
convergence, the conservation of water volume could be improved.

Van Daalen et al. [190] studied the performance the ART and the corresponding
forces and moments using computer simulations and experimental tests for a pre-
scribed rolling motion. They provided a systematic demonstration of the water free
surface motion and the resulting hydrodynamic moment as the excitation frequency
is increasing. For shallow water, i.e., h/B < 0.1, and at low excitation frequencies
a long standing wave takes place, but with increasing frequency very short pro-
gressive waves appear. In the transition regime the short waves interfere with the
long wave. After these small disturbances the bore rises rather suddenly, while the
phase lag between the water transfer and the imposed motion increases as shown

http://www.refresco.org
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in Fig. 1.23b; and the quadrature component of the moment, AM sin ϑM , increases
rapidly as shown Fig. 1.23c. Over a large frequency range the phenomenon does
not change significantly, although the water motion becomes more violent and large
vortices appear when the direction of wave propagation is reversed. This is followed
by a solitary wave, which is a single steep wave running from one side of the tank
to the other. After the bore has disappeared, the moment exerted by the water falls
down rapidly as shown in Fig. 1.23a. With a small further increase in frequency the
water approximates the “frozen” state if the tank bottom is situated below the axis
of rotation. When the tank is mounted above this axis, the water motion becomes
rather chaotic. In this high frequency range there is hardly any water transfer. When
the tank was mounted below the axis of rotation, the centrifugal force adds to the
gravity force. When the tank was mounted above the rotation axis, the centrifugal
force subtracts from the gravity force and the transverse acceleration is reversed as
well. When the tank was placed at a higher level, the moment amplitude was found
to increase considerably, whereas the phase angle decreases but slightly. As a result,
the quadrature component becomes larger and covers a wider frequency range.

Kim [95] numerically studied the coupling problem in sloshing flow and ship
dynamics using the Large-Amplitude Motion Program (LAMP) for the ship motion.
For analysis of the sloshing flow, a finite-difference method was applied. The slosh-
induced forces andmomentswas combinedwith thewave-induced excitations at each
time step. A modified S175 hull was adopted and Fig. 1.22b shows the hull profile
and the location of a typical ART. Figure 1.24 shows the amplitude of roll moment

Fig. 1.23 Dependence of free-surface hydrodynamic moment on tank in regular roll motion on
roll excitation frequency parameter: a Non-dimensional moment amplitude, b Phase angle, and
c quadrature component. s/B = 0.2, h/B, roll excitation amplitude angleφ = 3.8◦.� experimental
measurement, and � computer simulation (ComFlo) [190]
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Fig. 1.24 Dependence of
free-surface hydrodynamic
moment and phase on roll
excitation frequency and
comparison with
experimental measurement
by Van Daalen et al. [189]. ◯
measured results, � Van
Daalen et al. for smoothed
tank model, � computer
simulation results [95]

including a comparison of the measured results for the smooth tank model tested by
Daalen et al. [189]. This figure shows the first harmonic component of excitation
frequency and the corresponding phase difference with the forced frequency. It is
seen that the peak moment with the phase difference of π/2 occurs at excitation
frequency Ω/

√
g/B ≈ 1.2. Figure 1.25 shows time history records of the ship roll

amplitude response operator without and with a smooth tank and with a tank with
vertical tubes for the purpose of sloshing damping. It is seen that three-tube tank
with tank/ship mass ratio of 2.1% has the best performance.

Figure 1.26 shows the dependence of the roll response amplitude operator (RAO)
of the modified S175 hull ship on the wave excitation frequency parameter. It is seen
that the rollmotionwithARTs shows a dramatic reduction near the roll resonance, but

Fig. 1.25 Time history records of roll amplitude response operator showing the influence of the
ART, for tank/ship mass ratio of 2.1% [95]
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Fig. 1.26 Dependence of the
ship roll amplitude response
operator on the excitation
frequency for tank/ship mass
ratio of 2.1% [95]

the motion becomes larger at out of- resonance frequency. At the out-of-resonance
frequency, the phase of slosh-induced moment is not close to 180◦. Thus the slosh-
induced moment can increase the total excitation moment, resulting in larger roll
motion. Another important observation is that at a resonance frequency the difference
between two cases with and without internal pipes is not significant. However, at the
low frequencies, some reduction of motion can be expected with the internal pipes.
The internal members delay the fluid motion, therefore they can be effective in
damping the slowly moving flows at low frequencies.

Further studies dealing with the ARTs on floating vessels were performed by
Kim et al. [94] who employed a boundary element method-based for the ship motion
coupled a computational fluid dynamics program for the inner sloshing effects. The
two programs allowed real time coupling effects of inner sloshing on vessel motion
and the response amplitude operators of the vessel with and without anti-rolling tank
were obtained. The results revealed that the effects of ART changed and shift RAOs
as reported previously in other studies (see, e.g. Lee et al. [102]). An analytical
model was developed by Nielsen and Nielsen [147] for evaluating the performance
of a passive free surface tank. The analysis includes the coupling of a roll ship model
to a fluid flow model. The effects of the passive free surface tank were evaluated and
a significant damping effect was achieved particularly in cases with resonant roll.
A numerical model based on Volume of Fluid was introduced to simulate the liquid
sloshing inside a free surface tank by Li [109] and Li et al. [110]. The performance
of the free surface tank was studied when the tank is excited by different excitation
amplitudes and frequencies. It was found that roll damping increases nonlinearly
with increasing roll amplitude at resonance frequency region. Smaller excitation
amplitude was found to result in higher damping moment. However, the damping
moment has liner increase when the excitation period away from the damping domi-
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nated region. A method determining ship motion with anti-roll tanks in time domain
was presented by Zou and Xu [213] who used potential and viscous flow theories to
the simulation of the ship motion coupled with fluid motion in the anti-roll tank. The
six degree-of-freedom motions of the ship were input to the anti-roll tank while the
induced force/moment by anti-roll tank was added to the ship equations of motion.
The coupled equations were solved in the time domain. The ship roll motion of an
offshore supply vessel (OSV) equipped with an anti-roll tank was computed and
compared with model test results.

1.5.3 U-Tube Tanks

The advantages of passive U-tube anti-roll tanks stem from the fact that they do not
have moving parts and require little maintenance. However, they occupy a very sig-
nificant portion of the ship’s hull. Lloyd [111] used one-dimensional Euler’s equation
to derive the equation of fluid motion in the U-tube tank. Zhong et al. [211] presented
results of two-dimensional simulations of a U-tube tank using computational fluid
mechanics to solve the discretized Navier-Stokes equations. Based on the equation
of Lloyd [111], Gawad et al. [60] studied the effect of U-tube tank parameters to
the ship roll motion. A limitation of the passive tank is its inability to effectively
reduce ship roll at frequencies encountered at sea. It can, however, reduce ship roll
motion near the ship roll natural frequency. Gawad et al. [60] aimed at optimizing
the performance of passive U-tube tanks over a wide range of excitation frequencies.
They focused in their study on optimal values for tank damping and mass along with
its location with respect to the ship’s center of gravity. Moreover, their study demon-
strated a 67% reduction in the ship roll motion for a well-tuned and well-designed
U-tube tank. Furthermore, Vugts [194] designed and compared the performances of
four passive tanks in reducing the roll motion of the same ship.

The implementation of aU-tube tankmodel for the ShipMo3D shipmotion library
was described by Taggart [175, 176] in terms of the frequency and time domains.
The relative effectiveness of a U-tube tank was found to be achieved when a ship
has small roll damping, such as a vessel with small or no bilge keels. Example
computations indicated that ship motions are not very sensitive to variation of the
damping coefficientwithin a realistic range of values. Example computations showed
that a U-tube tank is most effective when its natural frequency is near the ship natural
roll frequency. Experimental tests were carried out by Ramana Reddy et al. [161]
to quantify the influence of the U-tube tank alone. Forced oscillation tests were
conducted for theU-type tank on amoving platform for different frequencies and also
for different amplitudes of the pure roll forcedmotions by Silva et al. [173]. Themost
important aspect was to obtain a large set of roll restoring moments, for this passive
configuration, which gives a discrete distribution of the roll restoring moments along
the entire range of wave frequencies of interest. It was demonstrated that non-linear
effects associated with large amplitudes of 10◦ to 15◦ would result in a reduction of
the moment exerted, which would degrade the performance characteristics of this
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anti-roll passive device. Gong [61] adopted the meshless particle method to study
the liquid sloshing dynamics in anti-roll tanks and for an offshore supply vessel
(OSV). The fluid movement between anti-roll tanks lags ship rolling movement. The
tanks were found to generate maximum counter-moment against ship rolling and
give optimal anti-rolling effect at the phase lag of 90◦.

The position of the tank above the center of gravity was seen as positive for
the performance of the tank, supposedly with an optimal distance (see, e.g., [19]).
Two passive U-tube anti-roll tanks with distinct natural frequencies to provide ship
roll reduction over a wide range of metacentric heights of ships were proposed by
Jin et al. [88]. A practical dual-tank system was designed for a special RoRo ship.
Simulations were performed for both the passive dual-tank system and the passive
single-tank system to compare the responses of ship rolling. The results showed that
the dual-tank anti-roll system has better anti-rolling performance than the single-tank
system. Xiaoyong et al. [199, 200] presented some studies for measuring the natural
period of U-shape anti-roll tank and the optimal control condition of a tank model
of anti-roll tank based on oscillation platform.

The influence of a U-tube passive anti-roll tank on parametric roll motion together
with the role of initial conditions of a coupled roll motion and fluid motion on the
performance of an anti-roll tank were investigated by Peşman et al. [155]. Para-
metrically exited roll motion was modeled as a single degree of freedom system
incorporating heave and pitch effects by means of a time varying restoring moment.
Gunsing et al. [67] reported experimental results of the internal damping inside U-
tube anti-roll tanks to reduce the water motions at resonance and to increase the
frequency range over which the tank works efficiently. The sensitivity and vali-
dation of the anti-roll performances of passive U-tank were reported by Kerkvliet
et al. [91]. The sensitivity on the results for the U-tank was analyzed by varying the
grid resolution and the numerical time step of computational fluid dynamics code.
The two-dimensional full-scale and Froude based model-scale ReFRESCO (www.
refresco.org) results were compared to two-dimensional and three-dimensional full-
scale computational fluid dynamics results of Delaunay [42] and Thanyamanta and
Molyneux [180] and validated with model-scale experimental results of Field and
Martin [50] and experimental results by Gunsing et al. [67]. Taskar et al. [179]
developed the fluid governing equation of motion inside ART and proposed a com-
putational fluid dynamics algorithm to determine the damping coefficient for five
different designs of ARTs, and validated the results through both transient compu-
tational fluid dynamics simulations and experimental measurements.

Neves et al. [145] presented a mathematical model, which describes the fluid
motion inside a U-tank nonlinearly coupled with the heave, roll and pitch motions
of the ship. With the purpose of controlling the roll motion in the case of parametric
resonance in longitudinal waves. It was reported that when the tank is above the
origin (ship center ofmass) the ship roll amplitudes are significantly reduced less than
10◦ for low range excitation frequency. However, in the range of higher excitation
frequencies, a higher tank is worse than a lower one. This was explained by the
positive effect of the roll induced sway: which is in phase above the rotating axis
while being at an opposite phase for positions under the axis. This roll induced

http://www.refresco.org
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sway motion can be related to the concept of effective gravity angle. The effective
gravity angle is the angle to the vertical of the acceleration in the transverse plane at
a given location. Carette [28] extended the study of the effect of the effective gravity
angle on the response of the tank, with the hypothesis that an ART does not respond
differently to the roll angle than to the effective gravity angle. The effects of sway in
the response of anti-roll tanks were experimentally examined by Carette [28] under
arbitrary combinations of roll and sway motions. Harmonic and irregular excitation
tests were performed in roll, heave and sway, both independently and combined
using a six degrees of freedom hexapod table. Abeil [1] conducted experimental
tests on a model of the ART mounted on a six component force transducer frame
installed in the ship model. The analysis of the measured moment revealed that the
amplitude and phase of theARTmoment depends on the amplitude of the rollmotion,
and the natural frequency of the ART increases with increasing roll amplitude. After
translating theARTmoment into damping and restoring components, it was observed
that when the ship rolling increases, the magnitude of the damping generated by the
ART decreases. Repeat tests in waves conducted for a variation of filling levels have
shown that increasing the filling level past a certain threshold does not affect the
damping property of the ART, but influences negatively the stability of the vessel.

The performance of the passive tanks is limited by their ability ofmoving thewater
from one ship’s side to the other. This motivated researcher to consider active tanks
for generating larger stabilizing moments from the same tank volumes. The ability to
pump large volumes of water in a short time requires sufficiently large powers for the
actuators. Improvement in warship roll stabilization was achieved by the application
of active controlled anti-roll tanks [163]. The sensitivity of ship’s rollmotion and anti-
roll tank controller design to the ship’s metacentric height was highlighted. Further
studies included the selection of suitable control valves and blower for the active
control scheme and an analysis of their contribution to the stabilization effect. The
effects of damping plates in the duct of U-tube tank on the oscillating period of the
moving fluid and of swash plates on roll damping moment of the tank were studied
experimentally by Lew et al. [107]. Their study presented development of active U-
tube tanks using air blower to control the flow in the tank by simple control algorithm.
U-shape anti-roll tanks were analytically modelled by Moaleji [123], Moaleji and
Greig [124–126] using an Euler equation and the Lagrange energy method. An
adaptive control strategy was used to control the actuating pumps of an active U-
tank based on predicting the waves reaching the ship according to the pre-history
of the waves over few minutes. The pumps therefore move the water in a manner
to counteract the wave moments by the time they arrive. Alternatively, a blower,
instead of a pump, was proposed to further improve the roll stabilization effect of
the anti-roll tanks. A strategy in controlling the actuating pumps of an active U-tank
with an adaptive inverse controller using filtered-x least mean square algorithm was
outlined. Umeda et al. [188] evaluated experimentally two approaches for reducing
parametric roll (large roll motion that might occur when a ship is moving in head or
follower seas). The first is a sponson (floats attached to the side of a ship) and the
other is a passive single U-tube ARTwith rectangular cross-section. The experiments
were conducted using a free-running model of a 6600-TEU post-Panamax container
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ship in regular head waves. The sponson was found to reduce the roll by decreasing
the frequency of the roll-restoring moment. It reduced the roll from 20° to 15°. This
is a modest reduction compared to that of the ART, which reduces the roll to about 1°.
The ART lost its effectiveness beyond a wave amplitude of 0.148 m (corresponding
to 14.8 m for the full-scale ship).

The U-tube tank can also be used for active ship roll mitigation. Yamaguchi and
Shinkai [201] showed U-tube anti-roll tanks that had an impeller in the center of the
cross tube. The systemwas found to effectively decrease the rolling angle over a wide
frequency range and can cope with changes in motion characteristics by application
of the adaptive control theory to the control of an activated anti-rolling tank device.
Treakle [183] designed a PID controller for an on-board moving weight to mimic
the motion of the fluid in an active anti-roll-tank system. The simulation results
demonstrate that the moving weight system is very effective in reducing the ship
roll motion. Chen et al. [34] also used the U-tube anti-roll tank with robust control.
Adaptive ship roll mitigation by using a U-tube tank was considered by Phairoh
and Huang [156, 157]. The active control of ship roll motion with proportional and
derivative controller, linear quadratic regulator, generalized predictive control (GPC),
and deadbeat predictive control, was adopted. For the predictive control, system
identification was applied to update the parameters of linear ship roll model with
U-tube tank when the ship dynamics changes. Numerical simulations demonstrated
that the generalized predictive control has the best performance and the U-tube tank
is effective in ship roll mitigation.Marzouk andNayfeh [115, 116] studied the control
of ships’ roll dynamic behavior using passive and active anti-roll tanks in rough sea
state 5 for multiple heading angles. Each the three U-tube tanks has a pump in the
horizontal duct. The pumps were switched on for active ARTs but switched off for
passive ones. It was found the active ARTs outperform the passive ones and their
performance was found to be insensitive to their natural frequencies.

Holden et al. [75] considered an active tank and design the controller using Lya-
punov theory. A nonlinear back-stepping controller was developed to provide global
exponential stability of roll. U-tank models were considered to account for large roll
angles, and the control design was evaluated using simulation on the high-fidelity
model of a vessel under roll parametric resonance. Using a Lagrangian approach
Holden et al. [76] developed five models of U-shaped anti-roll tanks (three nonlinear
models and their linearized counter-parts (two of which are identical). The proposed
models satisfy physical energy-related properties and are validated using data from
44 different experiments performed on a small-scale rig. It was found that the non-
linear terms in the models have a profound effect on the model performance, even
at medium roll amplitudes. The Lagrangian approach was employed by Holden and
Fossen [78] to develop a two degree-of-freedom (roll and tank fluid) model for a U-
tank-equipped ship.Acontroller givingglobal exponential stability of the equilibrium
position was developed for ships in parametric roll resonance. Using Hamiltonian
mechanics Holden and Fossen [77] developed a nonlinear seven degrees of freedom
model for ships equipped with a U-tank of arbitrary shape. The model can describe
high-amplitude motions due to its nonlinearity and the coupling to all degrees of
freedom. The active control of a ship roll angle of in still waters based on the utiliza-
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tion of anti-roll tanks operated by pressurized air was considered by Haro et al. [71]
who designed a nonlinear adaptive controller as a means of counteracting the param-
eter inaccuracies that are involved in the nonlinear model. The design is based on
the back-stepping procedure. The controller provided a robust control system under
parametric uncertainties and state variable errors. The designed control provided an
improvement on the actual systems based on the proportional–integral–derivative
(PID) control implemented under programmable logic controllers.

A section of a U-tube passive tank is shown in Fig. 1.27 which consists of two side
reservoirs and a connecting duct of constant rectangular cross-section. The coordinate
system shown is used to determine the motion of the liquid in the tank caused by
the motion of the ship. The origin 0 is at the midpoint of the connecting duct and
the axis y runs along the duct and up the reservoirs of the U-tube. The fluid velocity
along the positive y direction (up the port reservoir) is v. Three additional axes are
defined yd has its origin at 0 and runs parallel to the duct, positive to port; yrp and
yrs have their origins on the duct centerline and run parallel to the reservoir walls.
For the case of pure ship roll motion, φ, in beam seas, around the CG of the ship, the
equation of the tank angle τ , and the equation of motion of the ship roll oscillation,
φ, take the form, (see, [60, 111])

Fig. 1.27 Schematic diagram of U-tube tank considered by Gawad et al. [60]
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xt is the length of the tank in the fore/aft direction), qv is the coefficient of linear
damping in the tank, A44 is the ship roll inertia, b44 is the ship roll damping coeffi-
cient, c44 is the ship roll restoring moment, a4τ = aτ4, c4τ = cτ4, F is the amplitude
of the excitation roll moment acting on the ship, ωe is the sea wave encounter fre-
quency, and all other notations are indicated in Fig. 1.27. These equations are linearly
differential equations with dynamic and static coupling, where the off-diagonal terms
represent the influence of the ship motion on the liquid tank and vice versa. Since
the excitation roll moment acting on the ship, the liquid in the U-tank will act as a
linear vibration absorber (see, e.g., [43]).

The uncoupled natural frequency of the tank is

ωt =
√
cττ

aττ

=
√

2ghd
wrw + 2hrhd

(1.18)

The ship roll natural frequency is

ωs =
√
c44
a44

(1.19)

Figure 1.28 shows the dependence of the ship roll response amplitude operator,
φ/(h/λ), where h is the sea wave height and λ is the sea wave length, on the wave
encounter frequency ratio, ωe/ωs , for different values of tank damping ratio param-
eter, bττ /(2aττωs) = 0, 0.08, 0.17, and 0.26, as well as the case of no tank. It is seen
that optimal performance is achieved when the corresponding damping parameter
is 0.17, which results in a reduction of the roll ship amplitude to about 1/3 of the
non-stabilized case.

Youssef et al. [203, 204] developed design procedures for passive U-tube tanks for
roll reduction in rough seas. The tank-liquid equation ofmotionwas integrated simul-
taneouslywith the six-degree-of-freedomequations of the shipmotion. The nonlinear
coupled set of equations was solved by using the Large Amplitude Motion Program
(LAMP), which is a three-dimensional time-domain simulation of the motion of
ships in waves. For high-amplitude waves, the roll angle was found to exhibit typ-
ical nonlinear phenomena such as a shift in the resonance frequency, multi-valued
responses, and jumps. The performance of a S60-70 ship with a passive tank was
investigated in various sea states with different encounter wave directions. It was
found that passive anti-roll tanks tuned in the linear or nonlinear ranges are very
effective in reducing the roll motion in the nonlinear range. Their study revealed that
passive anti-roll tanks are very effective in reducing the roll motion for ships having
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Fig. 1.28 Dependence of the ship roll response amplitude operator, φ/(h/λ), (h is the sea wave
height, and λ is sea wave length) on the encounter frequency ratio, ωe

ωs
, (ωs is the ship roll natural

frequency) for the tank mass ratio of 2.0% of the ship mass and for different values of tank damping
coefficient parameter bττ

2aττ ωs
[60]

a pitch frequency that is nearly twice the roll frequency in sea states 5 (rough) and 6
(very rough).

Without the U-tube tanks, Fig. 1.29 shows the dependence of the roll amplitude
of a S60-70 ship on the encounter frequency ratio, ωe/ωs , where ωs is the ship roll
natural frequency in beam waves for different values of wave amplitude ratio (wave

Fig. 1.29 Dependence of
ship roll amplitude on the
wave encounter frequency
for different wave amplitude
ratios for the case of a ship
without U-tanks [204]
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amplitude to ship length) h/L = 0.01, 0.007, 0.005, 0.003, and 0.0015. It is seen
that for low wave amplitude ratio 0.0015, the response is single-valued and linear.
The response curves bend to the right as the wave amplitude increases, indicating
a hardening type nonlinearity. The peak amplitude increases with increasing wave
amplitude. The backbone curve indicates that the nonlinearity shifts the resonance
frequency to higher values. The influence of the mass of the liquid in the tank on the
performance of the tank/ship system was studied in the nonlinear range in a beam
wave with an amplitude equal to 0.01. Youssef et al. [204] considered a tank system
with three tubes for three different values of the tank/ship mass ratio (0.7, 1.4, and
2.1%). Figure 1.30 shows the dependence of the ship roll angle on the encounter
wave frequency ratio. This figure reveals that the best performance is obtained for a
tank/ship mass ratio = 2.1%.

The performance of the three-tube passive tank for the 6DOF ship motion was
studied for the case sea state five. The incoming wave was represented as the linear
superposition of sinusoids, which is an approximation to the nonlinear free surface
problem in the absence of the ship, and hence it does not capture the influence of the
ship on the incoming wave. The natural frequency of the tank was taken to be 1.59
to match the frequency at which the maximum roll amplitude occurs for the unstable
ship at a wave amplitude ratio of 0.01.

The ship roll time history responses for beam and head seas are shown in Fig. 1.31
and Fig. 1.32, respectively. It is seen that a tuned passive tank significantly damps the
roll motion in beam and head seas. One can notice from Fig. 1.32 that the unstable
roll angle increases significantly for head waves in sea state five. This is because
the head waves excite the pitch mode in primary resonance, and in turn the pitch
mode excites the roll mode via a two-to-one internal or autoparametric resonance (the
natural frequencies of pitch and roll are in the ratio of two-to-one). Inspecting the time

Fig. 1.30 Dependence of
ship roll amplitude on the
wave encounter frequency
for different values of U-tank
mass ratio in the nonlinear
range in a beam sea wave
amplitude ratio of 0.01 [204]
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Fig. 1.31 Ship roll time
history response records in
an irregular beam sea state 5,
with and without U-tank
[204]

Fig. 1.32 Ship roll time
history response records in
an irregular head sea state 5,
with and without U-tank
[204]

histories of the unstable roll and pitchmotions for sea state five in Figs. 1.32 and 1.33,
one can identify the two-to-one resonance: the pitch response is synchronized to the
wave frequency and the roll response is synchronized to one-half the wave frequency.
The high roll amplitude of the unstable S60-70 ship is significantly damped by using
the tuned passive tank, as shown in Fig. 1.32.
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Fig. 1.33 Ship pitch time
history response records in
an irregular head sea state 5,
with and without U-tank
[204]

1.6 Conclusions

Parametric roll resonance and autoparametric of ship roll-pitch interaction together
with ship interaction with liquid sloshing of LNG carriers have been described. The
mechanism of parametric roll resonance were mainly of two sources. The first is
due to the time variation of the ship righting arm in waves of length nearly equal
to the ship length associated with an increase in the righting arm when a wave is
near amid-ship. On the other hand, the stability is reduced when a wave crest occurs
is near amidships. The second is due to the fact the ship roll motion is coupled
with its pitching motion. This can create either parametric resonance or autopara-
metric interaction due to internal resonance. Under random sea waves the different
approaches were introduced such as Grim’s effective eave concept and stochastic
dynamic schemes. The interaction between liquid sloshing in ship tanks and ship
motion is significant as the ratio of volume of the tanks to that of the ship exceeds
a critical value. The coupling effect between liquid cargo sloshing and LNG ship
motion can be significant at certain partial filling levels. Depending on the phase
angle between the liquid sloshing and the ship roll motion, the liquid sloshing can be
beneficial to the ship roll stability or can cause ship capsizing. The beneficial effect
was the realized by ship builders and designers long time ago and motivated them to
introduce the anti-roll tanks in the form of either free surface ART or U-tube ART.
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Chapter 2
Dynamics Analysis and Control
of the Malkus-Lorenz Waterwheel
with Parametric Errors

Angelo M. Tusset , Jose M. Balthazar , Mauricio A. Ribeiro ,
Wagner B. Lenz , Thiago C. L. Marsola and Mateus F. V. Pereira

Abstract This work presents a dynamical analysis for the Malkus-Lorenz water-
wheel, a physical system that behaves following the Lorenz equations.With this, two
types of controllers were designed to control the system presenting chaotic behavior.
The first controller is the time-delay feedback control (TDFC), and the second one
is the State-Dependent Riccati Equation control (SDRE). The control strategy for
the SDRE control involves the application of two signals: a nonlinear feedforward
signal to maintain the controlled system in a periodic orbit, and a feedback signal,
to take the system trajectory into the desired periodic orbit. Numerical simulations
demonstrated the effectiveness of the control strategy in taking the system present-
ing chaotic behavior into a desired periodic orbit. In addition, the SDRE control
robustness is investigated analyzing parametric errors in control loop.

2.1 Introduction

According to [1, 2] the original waterwheel models were developed by Malkus,
Howard andKrishnamurti, considering that the waterwheel has leaking cups hanging
from its rim, with pouring water only at the top cup. Therefore, in these particular
conditions, the proposedmathematical model follows the classical Lorenz equations.

Complementing the mathematical model, the work proposed in [3] add two com-
ponents of the wheel that characterizes its deceleration, and the analysis is simplified
by treating only a combination of them. In [2, 4, 5], other mathematical models are
proposed, but not including this wheel deceleration due to the input of water stream.

In this work, it is considered the model proposed by [3], presenting chaotic behav-
ior. In order to eliminate this condition, it is proposed an application of theTimeDelay
Feedback Controller (TDFC) with the State-Dependent Riccati Equation (SDRE)
control.
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The TDFC was originally proposed by Pyragas [6] considering a continuous
control inputU,which stabilized a chaotic oscillation given by the difference between
the current output and the past one [6].

The SDRE nonlinear regulator produces a closed-loop solution, which is locally
asymptotically stable. The procedure to drive the top position to the desired point
or trajectory, via SDRE technique, considers successive optimal solutions for static
equations, stabilizing the system through feedback loop [7, 8].

2.2 Mathematical Model

In Fig. 2.1 is possible to see that water is dropped at a constant rate from the top. If the
drop rate is too slow, the superior cup never fills, and the wheel never starts spinning.
For a faster inflow, the cups from the top start filled with water, overcoming friction.
Then, the waterwheel settles into a steady rotation given the initial conditions.

In order to understand better the waterwheel dynamics, the coordinates, variables
and parameters for the wheel’s motion are described: θ is the angle of rotation in the
lab frame; ω(t) is angular velocity of the wheel, increasing in the counterclockwise
direction, and m(θ, t) is mass distribution of water around the rim of the wheel. The

total mass of water between any two points, θ1 and θ2, is given by
θ2∫

θ1

m(θ, t)dθ , the

total mass of inflow water from the pump is characterized by
θ2∫

θ1

Qdθ , and the mass of

water that leaks from the system is described by

[

−
θ2∫

θ1

kmdθ

]

�t . The parameter m

characterizes the rate at which water flows out of a region, proportional to the mass
contained within, and also ensures that water will never flow from a region with no
enclosed mass. The mass carried out by the rotational wheel is given by mθ1ω�t ,
where mθ1 is the mass per unit angle and ω�t is the angular width. The mass that
rotates out follows the equation −mθ2ω�t . Considering the integral of these terms
yields in rotational terms, dividing all by �t and taking the limit as �t → 0, the
result is:

(a) (b)

Fig. 2.1 a Illustration of the waterwheel system [1]. b Dynamic of the waterwheel system [3]
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∂m

∂t
= Q − km − ω

∂m

∂Q
(2.1)

There are two sources of rotational damping in the waterwheel. The first one is
the brake, which can be adjusted by the user, the second one is the introduction of
water at ω0 = 0, which must gain momentum until it reaches the system’s velocity
at ω f = ω. These terms are proportional to the angular velocity. For an infinitesimal
angle dθ , there is a gravitational torque on the system given by dτ = mgr sin θdθ ,
and the damping torque is given by −νω for ν > 0.

Integrating (2.1) over the total mass and combining with the damping torque term,
the equation governing the angular velocity is given by:

τ = I ω̇ = −νω + gr

2π∫

0

m(θ, t) sin θdθ (2.2)

where Q is the rate at which water is pumped into the top, r is radius of the wheel,
g the acceleration of gravity, which can be changed by increasing or decreasing the
tilt of the waterwheel, ν is the rotational damping rate, which can be altered by
increasing or decreasing the friction in the brake, I is the moment of inertia of the
wheel and τ is the torque applied to the waterwheel.

Since the mass is 2π periodic in θ , it is possible to rewrite (2.1) in terms of a
Fourier series:

m(θ, t) =
∞∑

n=0

[an(t) sin nθ + bn(t)cos nθ ] (2.3)

The transformation of the (2.1) and (2.2) in (2.3) yields differential equations for
an and bn , known as amplitude equations, described as:

Q(θ) =
∞∑

n=0

qn(t)cos nθ (2.4)

where the sin term is neglected since the inflow is assumed to be symmetric about
θ = 0 (the top of the waterwheel). Substituting the series representations for m and
Q into (2.1) and collecting sin nθ and cos nθ terms, the differential equation for the
Fourier coefficient an is given by:

ȧn = nωbn − kanḃn = −nωan − kbn + qn (2.5)

Thus, the equation governing ω in terms of Fourier series can be described as:
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I ω̇ = νω + gr

2π∫

0

∞∑

n=0

[an(t) sin nθ + bn(t)cos nθ ] sin θdθ =

= −νω + gr

2π∫

0

a1 sin
2 θdθ = −νω + πgra1 (2.6)

where all the other terms have integrated to zero by orthogonality. Thus a1, b1, and
ω form a closed system, decoupled from all higher order modes.

Finally, the governing equations for the waterwheel are [3]:

ẋ1 = −αx1 + βx2
ẋ2 = x1x3 − kx2
ẋ3 = −x1x2 − kx3 + q1 (2.7)

where k is the leakage rate [kg/s], q1 is the amplitude coefficients in Fourier series
of inflow [kg/s], with α = n

I and β = πgr
I .

2.3 Numerical Results

In order to perform numerical simulations, the following parameters values are:
n = 40, q1 = 12126.10, β = [2 : 50], α = [20 : 70] and k = [0 : 20]. In Fig. 2.2, it
is possible to observe the bifurcation diagram behavior of the system (2.4).

As can be seen in Fig. 2.2, for certain variations of the parameters (β, α and k) the
systemmay have a chaotic or periodic behavior. Figure 2.3 shows the variation of the
largest Lyapunov exponent for the same variations of the parameters (β = [2 : 50],
α = [20 : 70] and k = [0 : 20]).

Additionally, in Fig. 2.3 is also possible to observe that for (a) β = 6.5973,
n = 40, q1 = 12126.10, α = 40 and k = 10 the system’s equations described in
(2.7) present chaotic behavior. In Fig. 2.4, the dynamic behavior of the system for
these parameters are shown.

2.4 Time Delayed Feedback Control

As originally suggested by the author of [6], continuous control input stabilizing a
chaotic oscillation is given by the difference between the current output and the past
output, as follows [6]:

Ui = Kti {g[xi (t − T ), ẋi (t − T )] − g[xi (t), ẋi (t)]} (2.8)



2 Dynamics Analysis and Control of the Malkus-Lorenz Waterwheel … 61

(a) (b)

(c)

Fig. 2.2 Bifurcation diagram. a β = [2 : 50], n = 40, q1 = 12126.10, α = 40 and k = 10.
b α = [20 : 70], n = 40, q1 = 12126.10, β = 6.5973 and k = 10. c k = [0 : 20], n = 40,
q1 = 12126.10, α = 40 and β = 6.5973

where T is the time delay coefficient and Kti the feedback gain, with i varying from
1 to 3. Assuming that the velocity of oscillation ẋi is measured as the output of the
nonlinear system in (2.7), the Time Delayed Feedback Control (TDF control) signal
Ui is given by:

Ui = Kti [ẋi (t − T ) − ẋi (t)] (2.9)

where T = 2π
�

is the time delay, Kti the feedback gain, and � is the frequency with
period T.

In Fig. 2.5 is possible to see the diagram representative for time-delay control.
The system (2.7) with the control (2.9) can be represented by:

ẋ1 = −αx1 + βx2 + Kt1 [x1(t − T ) − x1(t)]

ẋ2 = x1x3 − kx2 + Kt2 [x2(t − T ) − x2(t)]

ẋ3 = −x1x2 − kx3 + q1 + Kt3 [x3(t − T ) − x3(t)] (2.10)
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(a) (b)

(c)

Fig. 2.3 Largest Lyapunov exponent. a β = [2 : 50] versus α = [20 : 70]. b β = [2 : 50] versus
k = [0 : 20]. c α = [20 : 70] versus k = [0 : 20]

In Fig. 2.6, the Time Delayed Feedback controllers of (2.9) for the (2.7) with
parameters Kt1 = 3.5, Kt2 = 3.5, Kt3 = 3.5 and � = 1 are described. Also, it is
possible to see the combinations of the control signals U1, U2, and U3.

In Fig. 2.7 the state x1 with time delay control is described. Figures 2.8 and 2.9
follows the same representation, but now for states x2 and x3, respectively.

As can be seen in Figs. 2.7, 2.8 and 2.9, using only a control signal or with the
combination of two control signals it is possible to bring the system from a chaotic
behavior to a without chaotic behavior.

In Fig. 2.10 the system is considering the use of the three control signals, with
Kt1 = 1.5, Kt2 = 1.5, Kt3 = 1.5 and � = 1.

Therefore, the system described by (2.7) with the three control signals have left
its chaotic behavior to a periodic behavior with the action of smaller control signals
(Fig. 2.10b) than those used with only one control signal or with two control signals
(Fig. 2.6).

Applying Fourier series in the data of Fig. 2.10a, the periodic behavior of the
system given by (2.10) of Fig. 2.10a can be approximated by the following equations:

x1 = −41.9595 − 0.91937 cos(49.78833t) + 14.16747 sin(49.78833t)

x2 = −254.617 + 29.56434 cos(49.78833t) + 133.4926 sin(49.78833t)
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(a) (b)

(c) (d)

Fig. 2.4 a Displacement in time x1. bDisplacement in time x2. c Displacement in time x3. d Phase
Diagram (x1 vs. x2 vs. x3)

Fig. 2.5 Diagram representative for time-delay control
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(a) (b)

(c)

Fig. 2.6 Signal of the control. a Signal of the control U1 and combination with the U2 and U3
controls. b Signal of the control U2 and combination with the U1 and U3 controls. c Signal of the
control U3 and combination with the U1 and U2 controls

(a) (b)

Fig. 2.7 Displacement in time x1. a Using the control U1 and combination with the U2 and U3
controls. b Using only combination the U2 and U3 controls



2 Dynamics Analysis and Control of the Malkus-Lorenz Waterwheel … 65

(a) (b)

Fig. 2.8 Displacement in time x2. a Using the control U2 and combination with the U1 and U3
controls. b Using only combination the U1 and U3 controls

(a) (b)

Fig. 2.9 Displacement in time x3. a Using the control U3 and combination with the U1 and U2
controls. b Using only combination the U1 and U2 controls

(a) (b)

Fig. 2.10 a Displacement in time (x1,x2 and x3). a Signal of the control (U1, U2 and U3)



66 A. M. Tusset et al.

x2 = 82.92315 − 79.0167 cos(49.78833t) + 157.6064 sin(49.78833t) (2.11)

2.5 Suppression of Chaotic Behavior Using SDRE Control

As can be seen in the previous results, the time delay control was efficient in taking
the system from the chaotic behavior to the periodical one. However, this behavior
is determined by the control, not having the possibility of imposing a periodic orbit.
For the cases in which it is desired to determine a specific state to the system, the
SDRE control is one of the possible efficient alternatives [9].

Consider a nonlinear system represented in a matrix form:

Ẋ = A(X)X + BU (2.12)

The desired trajectory errors are defined as:

⎡

⎣
e1
e2
e3

⎤

⎦ =
⎡

⎣
x1 − x̃1
x2 − x̃2
x3 − x̃3

⎤

⎦ (2.13)

where x̃ is the desired trajectory.
Substituting (2.13) in the controlled (2.12), the result is:

ė = A(e)e + Bu (2.14)

where U is the feedback control, obtained from:

u = −R−1BTP(e)e (2.15)

Then, control u is suboptimal and transfers the (2.14) from any initial state to final
state e(∞) = 0, minimizing the cost function:

J =
∞∫

0

(eTQe + uTRu)dt (2.16)

where Q is a matrix positive definite or semidefinite, and R is a matrix positive
definite. The State-Dependent Riccati equation is solved to obtain P(e), given by:

AT (e)P(e)+P(e)A(e) − P(e)BR−1BTP(e)+Q = 0 (2.17)
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The controllability equation

[

B
...AnB

]

is applied for the static problem ė =
A(e)e + Bu, where the SDRE method considers a solution for this static point wise
problem, for a small time interval, in this neighborhood.

With this, the SDRE technique is used to obtain a suboptimal solution for dynamic
control problem, having the following procedure [9]:

Step 1. Define the space-state model for the dynamic equations with the state-
dependent coefficient form as described in (2.14);
Step 2. Measure the state of the system e(t), i.e. define e(0) = e0, and choose the
coefficients of weight matrices Q and R;
Step 3. Solve the Riccati (2.17) for the state e(t);
Step 4. Calculate the input signal from (2.15);
Step 5. Integrate the system (2.14) and update the state of the system e(t) with these
results. Go to step 3 until the error reaches an acceptable predeterminate value.

2.5.1 Application of SDRE Control

The objective is to find the control such thatX stay in a asymptotically stable periodic
orbit (2.11), with frequency and amplitude similar to that obtained with the TDF
control.

Now, (2.12) can be represented in deviation as:

ė = A(e)e+�+BU (2.18)

with

e =
⎡

⎣
e1
e2
e3

⎤

⎦,A(e) =
⎡

⎣
−α β 0

(e3 + x̃3) −k nx̃1
−(e2 + x̃2) −nx̃1 −k

⎤

⎦, � =
⎡

⎣
β x̃2 − ˙̃x1 − α x̃1

−kx̃2 − ˙̃x2 + x̃1 x̃3
−x̃1 x̃2 − kx̃3 + q1 − ˙̃x3

⎤

⎦and

B =
⎡

⎣
1 0 0
0 1 0
0 0 1

⎤

⎦.

Considering thatU = u+ũ, where u is the state feedback control, the feedforward
control ũ can be described as:

ũ = −� (2.19)

Substituting (2.19) in (2.18), the result is:

ė = A(e)e + Bu (2.20)
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(a) (b)

Fig. 2.11 a Desired trajectory error. b Desired trajectory

Now, making Q = 103

⎡

⎣
1 0 0
0 105 0
0 0 1

⎤

⎦ and R = 10−3

⎡

⎣
1 0 0
0 1 0
0 0 1

⎤

⎦, in Fig. 2.11 is

possible to observe the system given by (2.20) with the application of SDRE control.

2.5.2 Effect of Parameter Uncertainties in SDRE Control

With the purpose of considering the effects of parameter uncertainties on the per-
formance of the controller, the parameters used in the control will be consid-
ered to have a random error of [9–11]. Thus, the parameters taking into account
uncertainties are described as: β̂ = β(0.8 + 0.4r(t)), α̂ = α(0.8 + 0.4r(t)) and
k̂ = k(0.8 + 0.4r(t)), where r(t) are normally distributed random functions.

Since the TDFC control does not depend on the system parameters, in this section
only the parametric sensitivity of the SDRE control will be considered.

In Fig. 2.12a, the robustness of the feedback can be observed, and in Fig. 2.12b
the robustness of the feedforward can be viewed as well.

As can be seen in Fig. 2.12a, the feedback control u is robust to parametric
uncertainties, but as can be seen in Fig. 2.12b the feedforward control ũ is sensitive
to parametric uncertainties. Behavior also observed by the authors [9–11].
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(a) (b)

Fig. 2.12 aDesired trajectory error (uncertainties in feedback control u). bDesired trajectory error
(uncertainties in feedforward control ũ)

2.6 Conclusions

In order to control the chaotic behavior presented in the Malkus-Lorenz waterwheel
system, the time-delay feedback control (TDFC) was designed and applied. The
results were demonstrated through numerical simulations in order to inhibit this
chaotic behavior of the system, proven to be efficient in maintaining the amplitude
of the systems in periodic orbit. Moreover, with the association of a feedforward and
feedback signals given by the State-Dependent Riccati Equation control (SDRE), it
is possible to control the oscillations in the periodic orbits with a control signal close
to that obtained with the TDFC controller. Also, it can be seen that the feedback
control u is robust to parametric uncertainties while the feedforward control (ũ) is
sensitive to parametric uncertainties.
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Chapter 3
Nonlinear Characterization of a Bistable
Energy Harvester Dynamical System

Vinicius G. Lopes, João Victor L. L. Peterson and Americo Cunha Jr.

Abstract This chapter explores the nonlinear dynamics of a bistable piezo-magneto-
elastic energy harvester with the objective of determining the influence of exter-
nal force parameters on the system response. Time series, phase space trajectories,
Poincaré maps and bifurcation diagrams are employed in order to reveal system
dynamics complexity and nonlinear effects, such as chaos incidence and hysteresis.

3.1 Introduction

Technological advances of the last decades have brought a wide variety of new
portable electronic devices (smart phones, remote and micro sensors, smart medical
implants, etc) and, at the same time bring great facilities to everyday life, created a
huge demand for autonomous sources of energy. In this context, the energy harvesting
technologies have been seeing as a potential solution in scenarios where conventional
power supplying may not be practical or even available.

Energy harvesting technologies are based on physical-chemical properties of spe-
cial (energy harvesting) materials, which provides electrical potential in response to
an external stimulus, such as light (photoelectric), heat (pyroelectric) or mechanical
vibration (piezoelectric), among others. A popular and comprehensible example of
application may be found in solar energy generation, where the photovoltaic panels,
gathering the minor units called cells which contains the silicon-based photoelectric
material, when exposed to the sunlight incidence, performs its conversion into the
electrical output power.
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The piezoelectric energy harvesting systems have beenwidely discussed on recent
works. An interesting aspect concerns into the shape versatility of such materials
making them suitable for many design applications, as shown by [37], also con-
tributing to diversify its application possibilities—a review on it is addressed in [43].
Among the most promising ones, some examples can be found in different knowl-
edge areas, as in medicine for powering pacemakers [23], the electrical engineering
and telecommunications, for industrial facilities [14] and Internet of Things (IoF)
wireless devices power supplying [19]; in mechanics, as way for power recovering
from friction losses on vehicle suspensions [1] or from skyscrapers oscillations [44]
or even for damping structural vibrations [13, 40].

The first vibration energy harvesting systems proposed were based on linear con-
figurations, as the cantilever beam layout shown on Fig. 3.1. The relative simplicity
of this system motivates new analysis and layouts, for example, as seen in [30].
Although, as shown by Cottone et al. [7] and, in more recent papers [20, 21, 41, 42],
nonlinear configurations, such as the bistable inverse pendulum depicted in Fig. 3.2,
may present better power recovering performances, when compared to the linear
counterparts.

The richness of such devices dynamics, combinedwith the new available improve-
ments in numerical simulation tools and computing resources, have been propelling a
wide variety of analysis considering different devices layouts, as seen in [10, 18, 34,
39] for composite and cantilever vibrating beams, or in [11, 15, 25, 26] for inverse
pendulum layouts and new designs as those discussed in [5, 8, 16, 33, 45].

The external forcing influence over harvesters energetic performance and dynamic
characteristics have also been widely investigated in [4, 29, 31, 35], which consider
mixed harmonic and random noise forcing, and also in [3, 12], that explore the
possibility of energy scavenging in a quasi-periodic regime from a delayed dynamics.
The multidisciplinary character of the theme also motivates the extension of the
discussion to the coupled electrical circuits, as seen on [2, 6, 24, 38].

The same nonlinearities responsible to improve the devices energetic perfor-
mance, on the other hand, contributes to raise the systems dynamics complexity,
even leading to chaotic and unstable responses for some operational configurations.
In [27, 28, 36] the authors demonstrates the presence of hysteresis effects on the
nonlinear dynamical response of a piezo-magneto-elastic energy harvesting system,
that is associated to the co-existence of multiple solutions, for the same operational
conditions depending on the external forcing parameters values. Such phenomena
highlight the importance of a detailed investigation of the nonlinear dynamics of
devices in order to improve the comprehension of its behavior and limitations.

Fig. 3.1 Illustration of a
linear vibration energy
harvester Inert mass

Piezoelectric material

Vibratory base

Resistor
Subestructure
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Piezolectric material plates

Magnets (oposing polarities)

Adjustable base

Clamp

Resistor (load)

Excitation coils

Δ

x
Metalic inert mass

Fig. 3.2 Illustration of a nonlinear vibration energy harvester

In this sense, this chapter presents an analysis of the dynamics of a nonlinear
bistable piezo-magneto-elastic energy harvesting system, aiming to investigate the
influence of different harmonic forcing parameters on system output voltage. Numer-
ical simulations reveals the effects of the amplitude and frequency excitation con-
ditions on the chaos and regularity incidence on system electrical response. The
bifurcation diagrams analysis allows to clearly identify the hysteresis phenomena
and map those dynamics regions susceptible to chaos incidence. The voltage time
series results sampled from such diagrams deepens the analysis of chaotic dynamics
effects on the electrical output.

The rest of this chapter is organized as follows. The second section presents
the energy harvesting system and its mathematical modeling. Next, in Sects. 3.3
and 3.4, the dynamical system is analyzed by time series and bifurcation diagrams,
respectively. Final remarks close the text in the Sect. 3.5.

3.2 Bistable Energy Harvester

3.2.1 Physical System

The physical system of interest in this work is the piezo-magneto-elastic energy
harvesting device depicted in Fig. 3.3. This electromechanical system consists of
an elastic beam in vertical configuration, made of ferromagnetic material, with the
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Fig. 3.3 Illustration of the
piezo-magneto-elastic
energy harvester

Ferromagnetic beam

Piezoelectric material

Rigid base

Resistor

Magnets
N N

x

upper extreme clamped into a rigid base, and the bottom end moves freely. A pair
of magnets is placed at the rigid base lower part. Two piezoelectric laminae are
placed on beam’s highest part, being also connected to a resistive circuit. The rigid
base is periodically excited by an external source, which, together with the magnetic
field generated by magnets, induces large amplitude vibrations in the beam. Once
this movement is perceived by the piezoelectric laminae, the mechanical energy
is converted into electrical power, which is dissipated in the resistor. This energy
harvesting dispositive, proposed byErturk et al. [9], is based on the classicalmagneto-
elastic beam of Moon and Holmes [17, 32].

3.2.2 Mathematical Model

If the piezoelectric laminae and the electric circuit are not coupled to the system,
the dynamic behavior of the beam is well approximated (for a limited frequency
band) by its first mode shape, whose amplitude evolves according to a single degree-
of-freedom Duffing oscillator [22]. However, once the piezoelectric transducer is
attached to the beam, it starts to influence the system dynamic behavior so that
piezoelectric interaction effect must be taken into account [9].

In this sense, [9] shows that the harvesting device dynamics can described by the
following initial value problem

ẍ(t) + 2 ξ ẋ(t) − 1

2
x(t)

(
1 − x2(t)

) − χ v(t) = f cos (Ω t), (3.1)

v̇(t) + λ v(t) + κ ẋ(t) = 0, (3.2)

x(0) = x0, ẋ(0) = ẋ0, v(0) = v0, (3.3)
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where t denotes time; x is the beam tip amplitude of oscillation; v is the voltage in the
resistor; ξ is the damping ratio; f is the amplitude of the external force induced by the
rigid base oscillation; Ω is the external excitation frequency; λ is a reciprocal time
constant; the piezoelectric coupling terms are represented by χ , in the mechanical
equation, and by κ in the electrical one; x0 represents the beam edge initial position;
ẋ0 is the beam edge initial velocity; and v0 denotes the initial voltage over the resistor.
The upper dot is an abbreviation for time derivative. All parameters described above
are dimensionless.

For all the simulations reported below, unless something is said on the contrary,
the following dimensionless parameters are used: ξ = 0.01, κ = 0.5, χ = 0.05,
λ = 0.05, Ω = 0.8. The standard initial conditions is (x0, ẋ0, v0) = (1, 0, 0). Dif-
ferent values of f are used, being indicated below. The dynamic is investigated for
a temporal window defined by the interval 0 ≤ t ≤ 5000.

3.3 Time Series Analysis

3.3.1 Effects of Excitation Amplitude

The voltage time series, analyzed for 0.019 ≤ f ≤ 0.275, with amplitude increments
of 0.032, are shown in Fig. 3.4. The steady state behavior is shown in the red window
and, when pertinent, the transient behavior is depicted in a yellow box.

Figure3.4a show the response of the system for excitation amplitude f = 0.019.
The energy generated with such small excitation amplitude is minimal, and the
response present regular behavior throughout the analyzed range. In Fig. 3.4b, as
the forcing amplitude increases, the response assumes a larger amplitude. With
f = 0.083 the response assumes a chaotic behavior, as can be seen in the yellow and
red boxes. The voltage generated by the system increases. In Fig. 3.4d the dynamic
presents regular steady state response starting from approximately 1000 time units,
whereas it transient response is still chaotic. The amplitude of voltage output rises,
to approximately 1 nondimensional volt, now that the energy input is considerably
higher. The subsequent images Fig. (3.4e, f, g, h and i) present more or less the same
response. All of them have wide amplitude range, between −1 and 1, and regular
response at steady state, with little transient response.

In Fig. 3.5 it is possible to see a comparison between the chaotic attractor for
f = 0.083, and the regular one, for f = 0.115. This figure also show the respective
projections in the planes of displacement versus velocity, displacement versus voltage
and velocity versus voltage, and corresponding Poincaré sections depicted by red
dots. One can notice that a minimum change of the order of 0.032, that corresponds
to 3.2% of the characteristic displacement used in the nondimensionalization, in
the value of excitation amplitude can resolve in a totally different response. For
f = 0.083, the dynamic presents chaotic behavior, trapped in the chaotic strange
attractor, whereas for f = 0.115 the system resolve in a regular attractor. Once for the
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(h) f = 0.243

0 1000 2000 3000 4000 5000
time

-3

-2

-1

0

1

2

3

vo
lta

ge

(i) f = 0.275

Fig. 3.4 Time series of voltage for 0.019 ≤ f ≤ 0.275

chaotic configuration the system response presents non periodic pattern, its Poincaré
section is represented by a large number of red dots not organized according to an
invariant topological structure. The regular behavior has only one frequency, and thus,
its Poincaré section has only one dot. The projections show that the regular attractor
has higher energy output, characterized by its large amplitude in displacement.

A wide overview of the dynamics is best carried out by mapping the various
attractors of the dynamical system. For this purpose the dynamics is integrated, for
an excitation frequency Ω = 0.8 and a total of 1200 different initial conditions,
uniformly spaced in the region −3 ≤ x0 ≤ 3, −3 ≤ ẋ0 ≤ 3 and v0 = 0, and the
attractors corresponding to the steady-state of each case are identified. Projections
of the identified attractors are shown in Fig. 3.6.

The attractors projections for forcing amplitude f = 0.019 are depicted on
Fig. 3.6a. They are four in number, all with single period, being those depicted on
magenta and cyan colors the more energetic orbits. For f = 0.051, which results are
depicted on Fig. 3.6b, similar magenta and cyan basins are observed, as an expres-
sive enlargement of blue and red basins shapes. Three regular orbits, depicted on
brown, golden and green colors appears around those ones, reveling more energetic
orbits which may be associated to the forcing amplitude increase. For f = 0.083,
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Fig. 3.5 Attractors in phase space for f = 0.083 (top) and f = 0.115 (bottom), phase space
trajectories projections and corresponding Poincaré sections

(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Fig. 3.6 Phase space trajectories projections for 0.019 ≤ f ≤ 0.275 and Ω = 0.8

on Fig. 3.6c, instead, the green orbit remains while the others disappears. A chaotic
dynamics orbit, depicted on gray color, emerges corroborating the results observed
on the phase attractor in Fig. 3.5, for the same model parameters. Similar results
can be observed for f = 0.211, on Fig. 3.6g. For f = 0.147, f = 0.179, f = 0.243
and f = 0.275, which results are depicted, respectively, on Fig. 3.6e, f, h and i, a
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single period orbit is observed, what reveals that, for such configurations, the system
dynamics is regular.

3.3.2 Effects of Excitation Frequency

Now the effects of the excitation frequency over the system dynamics is explored
trough attractors projections, calculated in a similarway as in the previous section, for
f = 0.083, f = 0.115 and 0.1 ≤ Ω ≤ 0.9, and shown in Figs. 3.7 and 3.8, respec-
tively.

The Fig. 3.7a, for Ω = 0.1, reveals two low energy regular attractors with low
amplitude orbits for beam displacement and velocity. Similar results can be observed
for f = 0.115, on Fig. 3.8a, but with a chaotic attractor, on gray color. For Ω =
0.2, on Fig. 3.7b, a clear narrowing of the basins shape is observed, as the chaos
incidence, depicted on gray color, corresponding to larger amplitudes. The analysis
of the attractors reveals a larger velocity range in regular response if compared with
the previous case. Despite of the presence of a green regular attractor, no expressive
changes are observed for f = 0.115 results, on Fig. 3.8b, in comparison with those
for f = 0.083. For Ω = 0.3, on Fig. 3.7c, the red basin prevails over the blue one;

(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Fig. 3.7 Phase space trajectories projections for 0.1 ≤ Ω ≤ 0.9 and f = 0.083
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(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Fig. 3.8 Phase space trajectories projections for 0.1 ≤ Ω ≤ 0.9 and f = 0.115

furthermore, the tendency of narrowing as the systemmoves away from the unforced
system equilibrium points (presents in (−1, 0) and (1, 0)) continues. The chaos still
remains, as the attractors keep to increase in amplitude.A similar behavior is observed
by considering f = 0.115, as show on Fig. 3.8c. For Ω = 0.4, on Fig. 3.7d, one can
note the predominance of the blue basin, although the red and blue basins are even
more mixed. An expressive incidence of chaos is noted, despite of the presence of
a new basin, depicted on green color, is noteworthy. The attractors show that such
basin is more energetic due to a greater amplitude both in displacement and velocity.
In addition, it is observed the emergency of two other basins, depicted on cyan and
magenta colors, both with more energy than others, presenting two periods. For
f = 0.115, on Fig. 3.8d, similar results can be observed except for the double period
basins, which have disappeared. For Ω = 0.5, in Fig. 3.7e, an expressive growth
of the green basin occurs, along with the greater mix of peripheral regions, as the
system gets closer to the resonance frequency. The attractors show the expansion of
the green, blue and red basins and the inexistence of cyan and magenta ones. Also
noteworthy is the transformation of the blue and red basins, now with two periods.
No differences can be noted for f = 0.115 results, on Fig. 3.8e. The Fig. 3.7f, for
Ω = 0.6, shows the predominance of the green basin with blue and red islands.
The attractors present a continuous growth of the green orbit, alongside with small
growth of the blue and red orbits, which returned to present a single period and, in
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counterpart with the previous case, there is absence of chaotic responses. Similar
results are observed for f = 0.115, on Fig. 3.8f. For Ω = 0.7, in Fig. 3.7g, a growth
of the blue and red islands, as an increasing relevance of the green basin can be
observed. The attractors continue to have more energetic orbits. Similar results can
be observed for f = 0.115, depicted on Fig. 3.8g. In the system resonance frequency
of Ω = 0.8, depicted on Fig. 3.7h, the chaotic responses predominates along with
the most energetic orbit, on green color. The attractors show that such orbit is the
only regular one. Similar results are observed for f = 0.115, on Fig. 3.8h. Finally,
for Ω = 0.9, which results are depicted on Fig. 3.7i, the blue and red basins return
subtly, still with presence of chaos. The attractors show the most energetic orbits. For
f = 0.115, on Fig. 3.8i, despite of the similarities, the red and blue basins present
double period orbits.

3.4 Bifurcation Analysis

The system bifurcation diagrams are built by sampling 1200 values for external
excitation parameters from regularly spaced observation interval. Results are referred
as forward and backward for an ascending and descending values sampling ordering,
respectively. For each sampled amplitude, the dynamical system is integrated for a
constant frequency. The first 90% of system response time series is neglected, as a
way to avoid the transient response. From displacement, velocity and voltage results,
the amplitude forward andbackward bifurcation diagrams are obtained, according the
chosen sampling ordering. A similar process can be carried out for frequency values,
with constant amplitudes, leading to frequency forward and backward bifurcation
diagrams. For ongoing results, typically, cool colors are reserved for forward results,
while the warm colors scale depict the backward ones.

3.4.1 Influence of Excitation Amplitude

Regarding amplitude analysis, both forward and backward bifurcation diagrams are
built for nine Ω values regularly sampled from 0.1 ≤ Ω ≤ 0.9, considering the
amplitude sampling interval as 0.1 ≤ f ≤ 1.4. The output voltage results are shown
on Fig. 3.9.

The blurred regions depict chaotic dynamic on system response, for those on
that output voltage may assume a wide range of different values. An overview of
both, forward and backward bifurcation diagrams, points that the system is strongly
sensitive to non-regular dynamics for the highest amplitude and lowest frequency
values analysed. Some similar phenomena can be seen on the first portion of ampli-
tude control interval on highest frequencies. From Ω = 0.5 and higher frequency
values, some expressive discrepancies are observed on voltage output by comparison
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of forward and backward sampling orderings. This concerns to the nonlinear effects
introduced by the pair of magnets on harvester, which are also responsible for the
bistable configuration. For Ω = 0.6 and 0.7, the system voltage response keeps reg-
ular for all tested amplitudes on the interval. A multiple period region appears for
the last forcing amplitude values, after some slim band of chaotic dynamics. Similar
formations are observed between the chaotic regions on the two highest frequencies
analysed.

The Fig. 3.10 presents both forward and backward bifurcation diagrams for Ω =
0.2 and 0.8 extracted from frequencies observation window overview in Fig. 3.9. In
both cases, for Ω = 0.2, the system presents chaotic dynamics about 0.260 ≤ f ≤
0.270. A pitchfork bifurcation revealed on forward diagram near f = 0.23 is hidden
by system dynamics on backward, and reappears about f = 0.27, which highlights
the system response dependence from the problem initial conditions. Discontinuous
regions are also observed on the last portion of amplitudes interval, suggesting a

Fig. 3.9 Bifurcation diagram of voltage as function of excitation amplitude f , for several values
of excitation frequency Ω

Fig. 3.10 Bifurcation diagrams for Ω = 0.2 (left) and Ω = 0.8 (right). Forward diagrams on blue
colors and backward, on red and yellow
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voltage behavior more independent of initial conditions, thus, reliable for the early
amplitudes on this frequency. It is important to take account that such conclusions
are true only for the model parameters defined. A similar analysis can be carried
out for the amplitude bifurcation diagram for Ω = 0.8. A pair of chaotic voltage

Fig. 3.11 Voltage time series for Ω = 0.2/Ω = 0.8 and several values of f . Forward diagrams on
blue colors and backward, on red
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bands can be seen on forward diagram for 0.07 ≤ f ≤ 0.08 and 0.09 ≤ f ≤ 1.00
filled by a richer multiple region. Now, instead, a strong regular dynamics region
fills the middle and the last portions of the amplitude intervals both for forward and
backward results.

Extending the previous discussion, Fig. 3.11 shows the voltage waveforms,
obtained by sampling the system dynamics for specific forcing amplitude values
taken from Fig. 3.10. For example, for Ω = 0.2 and f = 0.2146, the harvester out-
put voltage is regular, both on forward andbackwarddiagrams, as seenbefore, besides
the signal waveforms are quite distorted. For f = 0.2695 and the same excitation
frequency, although both forward and backward waveforms have no period defined
due to the chaotic motion.

3.4.2 Influence of Excitation Frequency

For the frequency analysis, the forward and backward diagrams are built for nine
amplitude regularly sampled values from 0.019 ≤ f ≤ 0.275, for 0.01 ≤ Ω ≤ 1.4
set as the frequency sampling interval. The Fig. 3.12 presents the harvester output
voltage results.

For both forward and backward cases, the system reveals itself more susceptible
to the chaos occurrence, when compared with those for amplitude analysis, depicted
in Fig. 3.9. Despite of it, all diagrams present a common regular behavior in the
middle portion of frequencies interval. The blurred regions became more evident for
the last amplitude values in the observation windows, for which both low and high
frequencies leads the system to chaos condition. Particularly, for f ≥ 0.179, voltage
results present multiple chaotic regions on backward diagrams, what emphasizes

Fig. 3.12 Bifurcation diagram of voltage as function of excitation frequency Ω , for several values
of excitation amplitude f
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the influence of sampling ordering on explicit IPV solution. For higher amplitudes,
multiple period regions and pitchfork bifurcations appear close to the chaotic regions,
although it still means regular dynamics. A similar phenomena occurs on the early
portion of frequencies interval 0.083 ≤ f ≤ 0.147, where some discontinuities are
also observed, both on forward and backward cases. By comparison with the same
regions on higher amplitudes diagrams, the discontinuities, thus, may be inferred
as a way to predict the chaos occurrence. For the lowest amplitude, system voltage
results remains regular for all investigated frequencies. A small pitchfork bifurcation
can still be noted on backward results about f = 0.6. This indicates that for different
operation frequencies, a small forcing amplitude value may be interesting once it
prevents chaotic dynamics.

The Fig. 3.13 presents the forward and backward diagrams for f = 0.083 and
f = 0.179, sampled from amplitude observation window overview in Fig. 3.12.
For f = 0.083, forward and backward methods reveals a similar dynamics profile
regarding the chaos and regularity. The exception is confined to the region between
0.4 ≤ f ≤ 0.6, where a pitchfork bifurcation on backward case gives rise to a dis-
continuity on forward one. The chaotic dynamics region about Ω = 0.8 is small if
compared with those observed for higher amplitude values, both on forward and
backward results. For f = 0.179, as an overview of Fig. 3.12 suggestsc that the
system presents a rich dynamics related to chaos occurrence. A strongly nonlinear
region can be observed on the first middle of the frequencies interval, filled with
large discontinuities region on its early portion. The system susceptibility to initial
conditions for higher amplitudes, inducted by the sampling ordering, becomes more
evident when forward and backward results are compared. A massive chaotic region
rises around of Ω = 1.0 on backward case, in contrast with regular dynamics on
forward diagram on same region.

The system results investigation may be improved by sampling amplitude and
frequency values from diagrams in Fig. 3.13, as shown by the voltage time series
presented in Fig. 3.14. The voltage time series for f = 0.179 and Ω = 0.3786, for
example, highlights the importance of a deep investigation. System voltage wave-
forms presents a regular pattern, both on forward and backward diagrams. Although,
the multiple period region distortion is more evident on backward case, once forward
voltage waveform seems to preserve some characteristics of the harmonic forcing.

Fig. 3.13 Bifurcation diagrams for f = 0.083 (left) and f = 0.179 (right). Forward diagrams on
blue colors and backward, on red
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Fig. 3.14 Voltage time series for f = 0.083/ f = 0.179 and several values ofΩ . Forward diagrams
on blue colors and backward, on red

In this sense, best results are observed for f = 0.179 with Ω = 1.0585, where for-
ward amplitudes overcomes backward one. The chaotic dynamics consequences is
observed better for f = 0.083 with Ω = 0.8037, in Fig. 3.14. A periodic behavior
is not clearly seen on voltage waveforms, neither on forward or backward cases.
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3.5 Concluding Remarks

This chapter presents a nonlinear dynamic analysis of a piezo-magneto-elastic energy
harvesting system. Its nonlinear behavior is explored by time series, Poincaré maps,
phase space trajectories and bifurcation diagrams. The voltage output time series
and the phase attractors analysis allow to relate the length of the transient dynamics
response to the external forcing frequency and amplitude parameters values. The
same graphs also provide a way to link the magnitude of the harmonic forcing and
the amount of output power. The bifurcation diagrams analysis reveals a hysteresis
effects on the system dynamics which may be associated to the model nonlinearities,
introduced by the pair of magnets placed on the rigid structure lower part, also
responsible to the bistable configuration. The voltage time series sampled from such
diagrams provides a detailed overview of the chaos incidence distortions on system
output voltage waveforms.
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Chapter 4
The Delayed van der Pol Oscillator
and Energy Harvesting

Zakaria Ghouli, Mustapha Hamdi and Mohamed Belhaq

Abstract In the first part of the chapter, we present some results on quasi-periodic
(QP) vibration-based energy harvesting (EH) in a delayed van der Pol oscillator with
modulated delay amplitude. Two examples are considered which include a delayed
van der Pol harvester coupled either to a delayed or undelayed electromagnetic sub-
system. The influence of delay parameters on the performance of the harvester has
been examined. It is shown that a maximum amplitude of the response does not
induce necessarily a maximum output power. In the second part, we investigate QP
vibration-basedEH in the casewhere the van der Pol oscillator is subjected to external
harmonic excitation and coupled to a delayed piezoelectric component. Perturbation
method is applied near a resonance to obtain approximation of the periodic and
QP responses as well as the amplitude of the harvested powers. To guarantee the
robustness of the QP vibration during energy extraction operation, a stability anal-
ysis is performed and the QP stability chart is determined. Results show that in the
presence of time delay in the electrical circuit of the excited van der Pol oscillator,
it is possible to harvest energy from QP vibrations with a good performance over a
broadband of system parameters away from the resonance. Numerical simulations
are conducted to support the analytical predictions.

4.1 Introduction

One of the major goals of using quasi-periodic (QP) vibrations to scavenge energy,
usually made away from the resonance, is to improve the stability range and robust-
ness of the energy harvester device which is not always secured when operating in
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the vicinity of the considered resonance. Indeed, when the harvester is operating
in the linear regime, its best performance is achieved traditionally at the resonance
peak with large-amplitude oscillations. However, such large-amplitude oscillations
are obtained only in a narrow region located around the peak, thus limiting consider-
ably the performance of the harvester device; see for instance [1–4]. In the nonlinear
regime, on the other hand, energy harvesting (EH) capability can be improved by
extending the bandwidth of the harvester over broadband of the excitation frequency.
Amajor inconvenient is that the instability phenomenon induced in the nonlinear fre-
quency response can reduce substantially the system performance when the response
is attracted to the low-amplitude motions or when it suffers jump phenomena, as
shown in [5]. Thus, the idea emerged from such a limitation is to use the possibility
of harvesting energy fromvibrations away from the resonance thereby circumventing
instabilities. Under certain conditions, QP regime with large amplitude when present
away from the resonance may constitute a good candidate.

A simple way to harvest energy in the QP regime away from the resonance is to
consider self-induced vibrations represented by limit-cycle (LC) oscillations. Under
certain conditions (for instance the presence of additional frequency in the system),
the steady-state LC oscillations may lose stability via a secondary Hopf bifurcation
producing QP vibrations. However, it is known that the amplitude of such QP vibra-
tions occurring away from the resonance is smaller compared to that of the periodic
ones; see for instance [6, 7]. In this case the harvester suffers a substantial reduction in
the harvested power indicating that the QP regime should be avoided. For instance,
in energy harvester systems subjected to combined aerodynamic and base excita-
tions, it was observed that beyond the flutter speed, the QP response of the harvester
leads to a substantial drop of the output power [8, 9]. However, in a recent work by
Hamdi and Belhaq [10] it was reported analytically and using numerical simulations
that in the delayed van der Pol oscillator with modulated delay amplitude, large-
amplitude QP vibrations (larger than the periodic ones) performing in broader range
of parameters can take place. This analytical finding has been first exploited by Bel-
haq and Hamdi [11] to demonstrate the possibility to scavenge energy directly from
QP vibrations over a broadband of modulation frequency away from the resonance
with a good performance. Later, Ghouli et al. [12] investigated QP vibration-based
EH in a forced and delayed Duffing harvester device considering an electromagnetic
coupling with time delay [13]. More recently, the problem of QP vibration-based
EH in a Mathieu-van der Pol-Duffing MEMS device using time delay was studied
in [14]. Other variants on the topic have been examined in [15, 16]. The conclu-
sion emerged from these previous works was that for appropriate values of delay
parameters, QP vibration-based EH can be used to extract energy over a broadband
of excitation frequencies away from the resonance with good performance, thereby
circumventing bistability and jump phenomena near the resonance.

The objective of this work is to provide, in a first part, a review on the main results
obtained on theQPvibration-basedEH in a van der Pol harvester and then investigate,
in a second part, EH in a van der Pol oscillator subject to harmonic excitation and
coupled to a delayed piezoelectric mechanism.
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The chapter is organized as follows: In Sect. 4.2 we present a review on the recent
results on QP vibration-based EH in a van der Pol oscillator with time-periodic delay
amplitude coupled either to undelayed electromagnetic component or to delayed
electromagnetic one. Section4.3 investigates QP vibration-based EH in a forced van
der Pol oscillator coupled to a delayed piezoelectric element. Approximations of the
periodic response and the amplitude of the output power near the primary resonance
are given using the multiple scales method. Section4.4 provides approximation of
the QP response and the corresponding harvested power applying the second-step
multiple scales method. The influence of time delay parameters in the electrical
circuit on the EH performance is analyzed. A summary of the results is given in the
concluding section.

4.2 The van der Pol Oscillator and Energy Harvesting

The concept of harvesting energy from QP vibrations is demonstrated in this section
through two examples. Namely, a delayed van der Pol oscillator coupled to undelayed
or delayed electromagnetic component. First, consider a delayed pure van der Pol
oscillator with time-periodic delay amplitude studied by Hamdi and Belhaq [10].
The authors analyzed the influence of the modulated time-delay amplitude on the
response of the following van der Pol oscillator with time delay in the position and
velocity

ẍ + x − ε(α − βx2)ẋ − ελ(t)x(t − τ) − ελ3 ẋ(t − τ) = 0 (4.1)

where ε is a small positive parameter, α, β are damping coefficients, λ(t), λ3 are
delay amplitudes in the position and velocity, respectively, and τ is the time delay.
An overdot denotes differentiation with respect to time t . Equation (4.1) can model
ambient sustained self-excited vibrations under a delayed feedback control. Exam-
ples includes, for instance, controlled vibration produced by high speed rotating
machines or regenerative effects in cutting processes [17–19]. To generate a reso-
nant condition and guarantee the occurrence of QP vibrations, it was assumed that
the delay amplitude in the position λ(t) is time-periodic around a nominal value λ1,
such that

λ(t) = λ1 + λ2 cos ωt (4.2)

where λ2 and ω are the amplitude and the frequency of the modulation. The nominal
value λ1 being the unmodulated delay amplitude. The case of delay parametric
resonance for which the frequency ω of the modulation is near twice the natural
frequency of the oscillator was considered. This resonance imposes the condition
1 = (ω

2 )2 + εσ where σ is the detuning parameter.
The periodic response near this delay parametric resonance is approximated using

the averaging method [20] and the amplitudes of the QP vibrations are obtained
applying the second-step multiple scales method [22].
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Fig. 4.1 a Stability chart of the QP response in the parameter plane (λ1, τ ); ω = 2.1 and λ2 = 0.8,
LC: Limit cycle, TS: trivial solution, b time histories corresponding to different regions [10]

Figure 4.1a provides the stability chart of the QP vibrations in the parameter
plane (λ1, τ ) and Fig. 4.1b shows time histories corresponding to different regions
of Fig. 4.1a. The transitions of solutions are shown by moving between the crosses
1, 2, 3 and 4 in Fig. 4.1a. For instance, between cross 2 and cross 1 the response of
the system undergoes a transition between no oscillation and QP vibration which is
a bifurcation of a trivial stable equilibrium point to a stable QP solution. From cross
2 to 3 Hopf bifurcation takes place leading to periodic response and from cross 3 to 4
the solution bifurcates from periodic to QP oscillation, and from cross 3 to 1 similar
bifurcation occurs via a secondary Hopf bifurcation.
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Fig. 4.2 Variation of periodic and QP responses versus λ1 [10]

In Fig. 4.2 is shown the variation of periodic andQP repones versusλ1 forλ3 = λ1,
λ2 = 0.8 and τ = 1.58. The QP modulation envelope obtained by numerical simu-
lation (circles) are compared to the analytical prediction (solid lines) for validation.
Time series correspond to different regimes are also provided. The main result indi-
cates that the modulation of the delay amplitude in the position gives birth to QP
vibrations with large-amplitude performing away from the resonance in the region
of negative λ1.

Taking advantage of this previous finding, its first application to EH has been
addressed in Belhaq and Hamdi [11]. They have considered a harvester device con-
sisting in a delayed van der Pol oscillator coupled to an electromagnetic coupling in
the form

ẍ + x − ε(α − βx2)ẋ = ελ(t)x(t − τ) + εγ1i (4.3)

di

dt
+ γ2i = −ż (4.4)

where ε is a small positive parameter, α, β are damping coefficients, λ(t) is the
delay amplitude, τ is the time delay and γ1 is the electromagnetic coupling coef-
ficient. The delay amplitude λ(t) is assumed to be modulated harmonically as
λ(t) = λ1 + λ2 cos ωt , where λ1 is the unmodulated delay amplitude and λ2, ω

are, respectively, the amplitude and the frequency of the modulation, while i and
di
dt have been substituted for electric charge coordinate q (i = q̇). The coefficient γ2
is the reciprocal of the time constant of the electrical circuit. It is worthy to point
out that the delay in the mechanical part is not considered as an input power. It
should be considered as inherently present in the harvester system as in milling and
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turning operations [17–19]. The system response was investigated near the delay
parametric resonance assumig the resonance condition 1 = (ω

2 )2 + εσ where σ is a
detuning parameter. Averaging method was used to approximate the amplitude and
the output power of the periodic vibrations and the second-step perturbation method
was applied to approximate the amplitude of the QP vibrations and the correspond-
ing output power of the harvester device. For validation, the analytical prediction
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Fig. 4.3 a Stability chart of QP solutions in the parameter plane (λ1, τ ), b time histories corre-
sponding to different regions; λ2 = 0.2, ω = 2.1 and γ2 = 1.33. UQP: unstable QP, SQP: stable
QP, LC: limit cycle [11]
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(solid lines) are compared to numerical simulation (circles) obtained using dde23
algorithm [21].

In Fig. 4.3a is presented the stability chart of the QP vibrations in the parameter
plane (λ1, τ ). Regions of stable and unstable QP vibrations are indicated, respec-
tively, by UQP (aqua regions) and SQP (grey regions). Within the white region
periodic oscillations indicated by LC occur. Time histories of responses and powers
corresponding to different regions of Fig. 4.3a are shown in Fig. 4.3b. Bifurcation of
solutions are obtained by moving between regions in Fig. 4.3a. For instance, from
cross 2 to 3 Hopf bifurcation occurs giving rise to LC oscillations. The system behav-
ior changes from LC to SQP oscillation with a slight modulation when moving from
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Fig. 4.4 Vibration (a) and power (b) amplitudes versus λ1 for τ = 1.58, ω = 2.1 and γ2 = 1.33;
analytical (solid lines) and numerical (circles) approximations [11]
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Fig. 4.5 a Stability chart of QP solutions in the plane (λ1, τ ), b time histories corresponding to
different regions; λ2 = 0.2, ω = 2.1 and K = γ2 = 1.33. UQP: unstable QP, SQP: stable QP, LC:
limit cycle [13]

cross 3 to 4. It is worthy mentioning that cross 4 has been carefully chosen close
to the bifurcation curve to demonstrate the accuracy of the analytical prediction of
the stability chart. This is illustrated by comparison to time series corresponding to
cross 4 in Fig. 4.3a (see Fig. 4.3b bottom).

Figure 4.4 depicts the variation of vibration and power amplitudes versus λ1. One
can clearly observe from Fig. 4.4a that for negative values of λ1 the amplitude of
the QP modulation is larger comparing to the amplitude of the periodic response.
Accordingly, the corresponding power amplitudes shown in Fig. 4.4b demonstrate
clearly that the performance of the extracted power in the QP region is better than
the performance of the output power in the periodic region.

Another case has been considered by Ghouli et al. [13] for which the time delay is
introduced in bothmechanical and electrical components. In this case, the EH system
consists of a delayed van der Pol oscillator coupled to a delayed electromagnetic
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Fig. 4.6 Vibration (a) and
power (b) amplitudes versus
λ1 for τ = 0.3, λ2 = 0.2,
ω = 2.1 and γ2 = 1.33;
analytical (solid lines) and
numerical (circles)
approximations. Black line
for delayed circuit K = γ2,
grey line for undelayed
circuit K = 0. Solid line for
stable and doted line for
unstable [13]

element. The governing equations are written as

ẍ + x − ε(α − βx2)ẋ = ελ(t)x(t − τ) + εγ1i (4.5)

di

dt
+ γ2i = Ki(t − τ) − ż (4.6)

where K is the delay amplitude in the electric circuit and τ is the time delay. The
other parameters are defined as before.

As in the previous case (4.3), (4.4), the response of the system was investigated
near the delay parametric resonance using a similar perturbation analysis.

Figure4.5a presents the stability chart of the QP vibrations in the parameter plane
(λ1, τ ). The dashed lines delimit domains of unstable QP vibrations and the solid
lines determine the domains where the QP vibrations are stable. Similarly, UQP
(aqua regions) means unstable QP while SQP (grey regions) means stable QP. The
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periodic oscillations exist in thewhite regions and are indicated by LC. Time histories
and the corresponding output power responses are shown in Fig. 4.5b. The transitions
of solutions are obtained by moving between the crosses 1, 2 and 3 in Fig. 4.5a.

Figure4.6 shows the variation of vibration and power amplitudes versus λ1 for
K = 0 (undelayed circuit, grey lines) and K = γ2 (delayed circuit, black lines). It
can be seen that negative values of λ1 decreases the amplitude of the QP modula-
tion (Fig. 4.6a, black envelope), but on the contrary, increases the harvested power
(Fig. 4.6b, black envelope). In other words, in the delayed van der Pol harvester
in which the delay is also introduced in the electrical circuit the maximum output
power extracted from QP vibration does not necessarily correspond to the maximum
amplitude of QP oscillations.

4.3 The Excited van der Pol Oscillator and Energy
Harvesting

In this part we study QP vibration-based EH in an excited van der Pol oscillator
coupled to a delayed piezoelectric device. The main purpose here is to examine the
influence of the time delay in the electrical circuit on the energy extracted from QP
vibrations. The corresponding schematic of the harvester is presented in Fig. 4.7 and
the governing equations can be written in the dimensionless form as

ẍ(t) + x(t) − [α − βx(t)2]ẋ(t) − χv(t) = f cos(ωt) (4.7)

v̇(t) + λ[v(t) − v(t − τ)] + κ ẋ(t) = 0 (4.8)

where x(t) is the relative displacement of the rigid mass m, α and β are the mechan-
ical damping coefficients, f , ω are, respectively, the amplitude and the frequency of
the harmonic excitation, v(t) is the voltage across the load resistance, χ is the piezo-
electric coupling term in the mechanical attachment, κ is the piezoelectric coupling
term, λ is the reciprocal of the time constant of the electrical circuit and τ is the time
delay.

The objective is to investigate periodic and QP responses as well as the corre-
sponding output powers of the harvester device (4.7), (4.8). We perform perturba-
tion method near the principal resonance by introducing the resonance condition
1 = ω2 + σ where σ is a detuning parameter. The first-step multiple scales method
is implemented by introducing a bookkeeping parameter ε and scaling parameters
such as (4.7) and (4.8) take the form

ẍ(t) + ω2x(t) = ε[(α − βx(t)2)ẋ(t) + χv(t) + f cos(ωt) − σ x(t)] (4.9)

v̇(t) + λ[v(t) − v(t − τ)] + κ ẋ(t) = 0 (4.10)
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Fig. 4.7 Schematic description of the EH system

A solution to (4.9) and (4.10) can be sought in the form

x(t) = x0(T0, T1) + εx1(T0, T1) + O(ε2) (4.11)

v(t) = v0(T0, T1) + εv1(T0, T1) + O(ε2) (4.12)

where T0 = t and T1 = εt . The time derivatives become d
dt = D0 + εD1 + O(ε2)

and d2

dt2 = D2
0 + ε2D2

1 + 2εD0D1 + O(ε2) where D j
i = ∂ j

∂ j Ti
. Substituting (4.11)

and (4.12) into (4.9) and (4.10) and equating coefficient of like powers of ε, we
obtain up to the second order the following hierarchy of problems:

At the first order:
D2

0x0 + ω2x0 = 0 (4.13)

D0v0 + λ[v0 − v0τ ] + κD0x0 = 0 (4.14)

and at the second order:

D2
0x1 + ω2x1 = −2D0D1x0 + (α − βx20 )D0x0 − σ x0 + χv0 + f cos(ωt) (4.15)

D0v1 + λ[v1 − v1τ ] = −D1v0 − κD0x1 − κD1x0 (4.16)

Up to the first order the solution is given by

x0(T0, T1) = A(T1)e
iωT0 + Ā(T1)e

−iωT0 (4.17)

v0(T0, T1) = −κiωA(T1)

λ + iω − λe−iωτ
eiωT0 + κiω Ā(T1)

λ − iω − λeiωτ
e−iωT0 (4.18)



100 Z. Ghouli et al.

where A(T1) and Ā(T1) are unknown complex conjugate functions. Substituting
(4.17) and (4.18) into (4.15) and (4.16) and eliminating the secular terms, one obtains

− 2iω(D1A) + iαωA − iβωA2 Ā − σ A − κiωχ A

λ + iω − λe−iωτ
+ f

2
= 0 (4.19)

Expressing A = 1
2ae

iθ where a and θ are the amplitude and the phase, we obtain up
to the first order the modulation equations

⎧
⎪⎪⎨

⎪⎪⎩

da

dt
= S1a + S2a

3 + S3 sin(θ)

a
dθ

dt
= S4a + S3 cos(θ)

(4.20)

where Si (i = 1, ..., 4) are given by

S1 = α

2
− κχ(λ − λ cos(ωτ))

2(λ − λ cos(ωτ))2 + 2(ω + λ sin(ωτ))2

S2 = −β

8
S3 = − f

2ω

S4 = σ

2ω
+ κχ(ω + λ sin(ωτ))

2(λ − λ cos(ωτ))2 + 2(ω + λ sin(ωτ))2

The solution up to the first order given by (4.17) and (4.18) can be expressed as

⎧
⎪⎪⎨

⎪⎪⎩

x0(T0, T1) = a cos(ωt + θ)

v0(T0, T1) = V cos(ωt + θ + arctan
λ − λ cos(ωτ)

ω + λ sin(ωτ)
)

(4.21)

such that the condition ω + λ sin(ωτ) �= 0 must be satisfied. Moreover, the voltage
amplitude V is given by

V = κω
√

(λ − λ cos(ωτ))2 + (ω + λ sin(ωτ))2
a (4.22)

The steady-state response of system (4.20), corresponding to periodic solutions
of (4.9) and (4.10), are determined by setting da

dt = dθ
dt = 0. Eliminating the phase,

we obtain the following algebraic equation in a

S22a
6 + 2S1S2a

4 + (S21 + S24 )a
2 − S23 = 0 (4.23)
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An expression for the average power is obtained by integrating the dimensionless
form of the instantaneous power P(t) = λv(t)2 over a period T . This leads to

Pav = 1

T

∫ T

0
λv2dt (4.24)

where T = 2π
ω
. Then, the average power expressed by Pav = λV 2

2 reads

Pav = 1

2
(

λκ2ω2

(λ − λ cos(ωτ))2 + (ω + λ sin(ωτ))2
)a2 (4.25)

where the amplitude a is obtained from (4.23). Using the maximization procedure,
the maximum power response is given by

Pmax = λκ2ω2a2

(λ − λ cos(ωτ))2 + (ω + λ sin(ωτ))2
(4.26)

Equations (4.23) and (4.26) are used to examine the influence of different system
parameters on the periodic response and on the corresponding maximum output
power of the harvester.

To approximate the QP response of the original system, we apply the second-
step perturbation method [22] on the modulation equations (4.20). To this end, it is
convenient to transform the modulation equations (4.20) from the polar form to the
following Cartesian system using the variable change u = a cos θ and w = −a sin θ

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

du

dt
= S4w + μ{S1u + S2u(u2 + w2)}

dw

dt
= −S4u − S3 + μ{S1w + S2w(u2 + w2)}

(4.27)

where μ is a new bookkeeping parameter introduced to perform the second-step
multiple scales method. A periodic solution of the slow flow (4.27) corresponding
to the QP response of the original system (4.9), (4.10) can be expressed in the forme

u(t) = u0(T0, T1) + μu1(T0, T1) + O(μ2) (4.28)

w(t) = w0(T0, T1) + μw1(T0, T1) + O(μ2) (4.29)

where T0 = t and T1 = μt . The time derivatives become d
dt = D0 + μD1 + O(μ2)

where D j
i = ∂ j

∂ j Ti
. Substituting (4.28) and (4.29) into (4.27), and equating coefficient

of like powers of μ, we obtain at the first order
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D2
0u0 + S24u0 = −S3S4 (4.30)

S4w0 = D0u0 (4.31)

and at the second order we have

D2
0u1 + S24u1 = −D0D1u0 + S1D0u0 + S2D0u0(u

2
0 + w2

0)

−S4D1w0 + S2u0D0(u
2
0 + w2

0) + S4S1w0 + S4S2w0(u
2
0 + w2

0) (4.32)

S4w1 = D0u1 + D1u0 − S1u0 − S2u0(u
2
0 + w2

0) (4.33)

where S4 is the frequency of the QP modulation. The solution up to the first order is
written as

u0(T0, T1) = R(T1) cos(S4T0 + ψ(T1)) − α2 (4.34)

w0(T0, T1) = −R sin(S4T0 + ψ(T1)) (4.35)

where R and ψ are, respectively, the amplitude and the phase of the QP modulation
and α2 = S3

S4
. Substituting (4.34) and (4.35) into (4.32) and removing secular terms

gives the following slow-modulation equations

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dR

dt
= (S1 + 2S2α

2
2)R + S2R

3

R
dψ

dt
= 0

(4.36)

The equilibria of this slow-modulation system determine the periodic solutions of
the modulation equations (4.36), corresponding to the QP solutions of the original
system (4.9), (4.10). The nontrivial equilibrium obtained by setting dR

dt = 0 is given
by

R =
√

− S1 + 2S2α2
2

S2
(4.37)

Consequently, the approximate periodic solution of the slow flow (4.27) is given
by

u(t) = Rcos(θ t) − α2 (4.38)

w(t) = −Rsin(θ t) (4.39)

The approximate amplitude a(t) of the QP response reads

a(t) =
√

R2 + α2
2 − 2α2R cos(θ t) (4.40)
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and the QP modulation envelope is delimited by amin and amax given by

amin = min{
√

R2 + α2
2 ± 2α2R} (4.41)

amax = max{
√

R2 + α2
2 ± 2α2R} (4.42)

The explicit expression of the QP response of the original equation (4.9) is then
written as

x(t) = u(t) cos(ωt) + w(t) sin(ωt) (4.43)

On the other hand, the QP solution of the voltage v(t), obtained by inserting (4.43)
into (4.8), can be extracted via a convolution integral with the boundary condition
v(0) = v(T ) where T = 2π

ν
. This leads to

v(t) = −κe(λeλτ −λ)t
∫ t

0
ẋ(t ′)e(λ−λeλτ )t ′dt ′ (4.44)

Consequently, the power, the average and the maximum output powers in the QP
regime are given, respectively, by

PQP(t) = λ(−κe(λeλτ −λ)t
∫ t

0
ẋ(t ′)e(λ−λeλτ )t ′dt ′)2 (4.45)

PavQP = λκ2ν2

2[(λ − λ cos(ωτ))2 + (ν + λ sin(ωτ))2]a
2 (4.46)

PmaxQP = λκ2ν2

[(λ − λ cos(ωτ))2 + (ν + λ sin(ωτ))2]a
2 (4.47)

where ν = S4 is the frequency of the QP modulation and a is now derived from
(4.41) and (4.42).

Figure4.8a, b show the frequency response of periodic and QP solutions and
the corresponding output power amplitudes (Pmax , PmaxQP ) versus the frequency ω,
respectively, in the case of the undelayed electrical circuit of the harvester (τ = 0).
The periodic response is given by (4.23) and the boundaries of the QP modulation
envelope are obtained from (4.41) and (4.42). Similarly, the maximum powers for
periodic and QP vibrations are given, respectively, by (4.26) and (4.47). For vali-
dation, the analytical prediction (solid lines for stable and dashed line for unstable)
are compared to numerical simulation (circles) obtained using Runge Kutta of order
4. The plots in Fig. 4.8b show that in the absence of time delay, periodic vibration-
based EH can be achieved, but in a very narrow region located around the resonance
peak. Instead, QP vibration-based EH can be obtained over a broadband of frequency
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Fig. 4.8 Vibration and
power amplitudes versus ω

for α = 0.1, β = 0.2,
χ = 0.05, λ = 0.05,
κ = 0.5, f = 0.08 and
τ = 0. Analytical prediction
(solid lines for stable and
dashed line for unstable) and
numerical simulation
(circles)
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away from the resonancewith a performance comparable to that provided by periodic
vibrations.

In Fig. 4.9 is shown the influence of time delay in the electrical component on the
EH performance of the system. The curves given by the black lines correspond to
the delayed case (τ = 6.2). For comparison, we plot in grey the case where the delay
is absent (τ = 0). It can be observed that the presence of the delay in the electrical
circuit increases the QP output power over a certain range of the frequency ω located
away from the resonance (Fig. 4.9b). This QP output power can achieve a better
performance comparing to the periodic output power, as illustrated in the vicinity of
ω = 0.8 and ω = 1.2 (Fig. 4.9b).
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Fig. 4.9 Vibration and
power amplitudes versus ω

for α = 0.1, β = 0.2,
χ = 0.05, λ = 0.05, κ = 0.5
and f = 0.08. Analytical
prediction (solid lines for
stable and dashed line for
unstable) and numerical
simulation (circles). black
lines for delayed electric
circuit (τ = 6.2) and grey
lines for undelayed circuit
(τ = 0, Fig. 4.8)

(a)

(b)

To ensure the stability of the QP vibrations during energy extraction operation,
it is important to determine the stability chart of the response. This can be done
by considering the stability of the nontrivial solution of the slow-slow flow (4.36)
obtained by calculating the eigenvalues of the corresponding Jacobian matrix J. The
curves delimiting the regions of existence of the QP oscillations and their domains of
stability are given by the conditions (Tr(J) = −2S1 − 4S2α2

2 < 0 and Det (J) = 0).
Figure4.10a shows this stability chart in the parameter plane ( f, ω) for τ = 6.2

indicating the grey regions where stable QP (SQP) solutions take place and the white
region corresponding to stable periodic (SP) solutions. In Fig. 4.10b are shown time
histories and the corresponding output power responses related to crosses labelled
1, 2, 3 in Fig. 4.10a. From cross 1 to cross 2 or 3 the response bifurcates from SP to
SQP oscillations via secondary Hopf bifurcation producing a slight modulation of
the amplitude response and a significant performance of the output power at cross 3.
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Fig. 4.10 a Stability chart in the plane ( f, ω), b time and power histories corresponding to different
regions picked from (a). SP: stable periodic, SQP: stableQP;α = 0.1,β = 0.2,χ = 0.05,λ = 0.05,
α = 0.1, κ = 0.5, and τ = 6.2

Finally, we show in Fig. 4.11 the variation of vibration and maximum power
amplitudes χ versus the piezoelectric coupling coefficient χ . It can be seen that
a good performance of QP vibration-based EH can be achieved in certain range
of negative χ located slightly at the right of the periodic region near χ = −0.5
(Fig. 4.11b).
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Fig. 4.11 Vibration and
power amplitudes versus χ

for α = 0.1, β = 0.2,
ω = 0.8, λ = 0.05, α = 0.1,
κ = 0.5 and f = 0.08.
Analytical prediction (solid
lines for stable and dashed
line for unstable) and
numerical simulation
(circles). black lines for
delayed circuit (τ = 6.2) and
grey lines for undelayed
circuit (τ = 0)

4.4 Conclusions

Wehave provided in a first part of the chapter recent results in QP vibration-based EH
for some variants of delayed van der Pol harvesters for which the delay amplitude is
modulated with certain amplitude and frequency around a nominal value. These vari-
ants include the delayed van der Pol harvester coupled either to delayed or undelayed
electromagnetic subsystem. The influence of delay parameters on the performance
of the harvester has been examined. In particular, it was shown that when the delay is
introduced in both the mechanical oscillator and the electrical circuit the maximum
output power extracted from QP vibrations does not necessarily correspond to the
maximum amplitude of QP oscillations.

In a second part of the chapter we have investigated QP vibration-based EH in
the case where the van der Pol oscillator is subjected to external harmonic excitation
and coupled to a delayed piezoelectric component. The second-step multiple scales
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method was applied near the primary resonance to obtain approximation of the QP
responses as well as the amplitude of the harvested power. Results showed that in
the presence of time delay in the electrical circuit of the harvester, it is possible
to harvest energy from the induced QP vibrations with a good performance over a
broadband of system parameters away from the resonance. Such a performance is
comparable to the one provided by the periodic vibrations, except that the energy
extracted from periodic vibrations can be achieved only in a narrow region located
around the resonance peak,while energy extracted fromQPvibrations can be attained
over a broadband of frequency away from the resonance. To guarantee the robust-
ness of the QP vibration during energy extraction operation, a stability analysis was
performed and the QP stability chart was determined. Numerical simulations have
been conducted to confirm the analytical predictions. This study provides an inter-
esting alternative to harvest energy in nonlinear harvesters away from the resonance,
as instabilities and jump phenomena present often difficulty in maintaining energy
harvesting operations in a stable and robust regime near the resonance.
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Chapter 5
Reference Dynamics Based Motion
Planning for Robotic Systems
with Flexible Components

Elżbieta Jarzębowska, Krzysztof Augustynek and Andrzej Urbaś

Abstract Analysis of robot dynamics based motion planning is presented in the
chapter. Motion of a robot is task based and is formulated upon work dedicated to it.
The focus of motion planning is positioning and velocity of the robot end-effector,
which are programmed by position and kinematic constraint equations. The con-
straints are incorporated into the system dynamics, referred to as reference dynam-
ics, whose outputs deliver position and velocity time histories of the end-effector and
joints. A special computational procedure for the constrained dynamics generation
enables development of the reference dynamics for rigid and flexible system models
such that vibration, allowable velocity profiles for robot joints and other programmed
motion kinematic properties can be analyzed. This analysis enables planning feasible
tasks for robots and design controllers for vibration compensation.

5.1 Introduction

Analysis of robot motion planning, which is task based and dedicated to work and
services delivery is presented in the chapter. The focus of motion planning is posi-
tioning and velocity of the robot end-effector, which are programmed by position
and kinematic constraint equations. The constraints are incorporated into the sys-
tem dynamics, referred to as reference dynamics, whose outputs deliver position
and velocity time histories of the end-effector and joints. The key contribution of
the paper is in three aspects of the analysis. The first one is the possibility of kine-
matic constraints incorporation into the system dynamics, the second one is the
special computational procedure for the constrained dynamics generation, which
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provides reference dynamic models satisfying all constraints upon them. The third
contribution, comparing to the results reported in the literature, see e.g. [1, 2], is
in modelling flexibility of the system parts and supports. The constraints put on a
system are referred to as programmed and they are imposed as control goals on
system performance or service task requirements. The procedure of generating ref-
erence dynamics offers automated derivation of equations and it was successfully
developed and implemented to rigid system models [5, 6]. The advantage of this
procedure is that it serves both reference and control oriented dynamics derivation
and the final dynamic models are obtained in the reduced state form, i.e. constraint
reaction forces are eliminated. The procedure is extended on flexible subsystems
of lightweight and fast machine parts and servicing equipment, which are prone
to vibration in some work regimes. Vibrations may significantly affect system per-
formance and disable effective controller designs. Flexibility of links is modelled
using the rigid finite element method [3, 9, 10], which advantage relies in its abil-
ity of application of the rigid body approach to modelling flexible link elements.
The novelty of the presented method is its ability to analyze any system reference
motion, including flexible link vibration, in the presence of kinematic task-based
constraints. The results of this analysis may contribute to verification of a system
behavior when it is subjected to given kinematic constraints, help to specify desired
task-based constraints properly, e.g. put tighter velocity limits, to exclude somework
regimes or to design controllers correctly. The possibility of reference motion anal-
ysis, e.g. desired positions of the robot end-effector [7], in these aspects enables
simulation of various work regimes for system models and selection of required and
safe task based motion parameters, accordingly. The special interest of this chapter
is paid to plan a robot end-effector desired velocity. Usually, the robot velocity is
controlled through the joint velocities at the kinematics or dynamic levels, see e.g.
[8] and references there. In [8], traditional velocity control of robot manipulators
in joint space, assuming Lagrangian non-linear dynamics, by three control schemes
resulting as extensions of proportional-integral velocity regulators of direct current
motors is examined. In this chapter a method of desired position and velocity specifi-
cation through the programmed constraints is provided. It is followed by subsequent
derivation of the reference dynamics for the constrained motion and its analysis. The
outcomes of the reference dynamics can be used for motion controller design. The
theoretical development presented in the chapter is illustrated by simulation studies
of an example of a flexible link and support manipulator model, whose service tasks
are predefined by the programmed constraints, specifically its end-effector is tomove
according to some velocity profile. Special interest of this study is to analyze flexible
link vibrations when the manipulator performs the desired tasks.

The chapter is organized as follows. After introduction, Sect. 5.2 reports the
generalized programmed motion equations derivation procedure briefly. Section 5.3
presents formulation of the programmed constraints for themanipulator end-effector.
In Sect. 5.4 the GPME (generalized programmed motion equations) for the manip-
ulator are derived and simulation studies demonstrating programmed motion execu-
tions are presented in Sect. 5.5. The chapter closes with conclusions and the list of
references.
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5.2 Reference Dynamics Model of a Flexible Supported
Manipulator

Amodel of the flexible supportedmanipulator is presented in Fig. 5.1. Themanipula-
tor is driven by a driving torque t(2)dr . It is assumed that the third link of themanipulator
can be treated as rigid or flexible. If the flexibility of this link is taken into account,
the rigid finite element method is used for discretization.

A vector of generalized coordinates (joint coordinates) which describes motion
of the manipulator has the following form:

q = (qi )i=1,...,ndof = [
q̃(1)T q̃(2)T q̃(3)T q̃(4)T

]T
, (5.1)

Fig. 5.1 Model of a manipulator
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where: q̃(1) = [
z(1)

]
, q̃(2) = [

ψ(2)
]
, q̃(3) =

[
q̃(3,0)T q̃(3)T

f

]T

q̃(3)
f =

{
∅ − rigid link
[
q̃(3,1)T · · · q̃(3,r)T · · · q̃(3,n(3)

r f e−1)T
]T − flexible link

q̃(3,0) = [
ψ(3,0)], q̃(3,r) = [

ψ(3,r) θ (3,r) ϕ(3,r)
]T

, q̃(4) = [
z(4)].

The generalized coordinates describing motion of the link l with respect to the
global reference frame can be presented in the following form:

q(l)
∣∣
l=1,...,nl

=
(
q(l)
i

)

i=1,...,n(l)
dof

= [
q(l−1)T q̃(l)T

]T
, (5.2)

where q(0) = ∅, q(l−1)
∣∣
l=4 =

{
q(3,0) −rigid link

q(3,n(3)
r f e−1) −flexible link

.

In further considerations the generalized coordinates vector q is divided into
independent and dependent coordinates as follows:

q =
[
qic
qdc

]
, (5.3)

where qic = (
q j
)
j∈iic , qdc = (

q j
)
j∈idc , and iic and idc stand for subscripts for describ-

ing dependent and independent coordinates. For the analyzed robotic system the
following division into dependent and independent coordinates is assumed:

idc ∈ {
3, ndof

}
, (5.4.1)

iic ∈ {
1, 2, . . . , ndof

}− idc , (5.4.2)

The generalized programmed motions equations (GPME) with first order pro-
grammed constraints are derived according to the procedure described in [5, 6]. This
procedure requires formulation of some function R1 which components depend on
the kinetic and potential energy of the system, i.e.

R1 =
nl∑

l=1

Ė (l)
k +

nl∑

l=1

n(l)
dof∑

i=1

(
∂E (l)

p,g

∂q(l)
i

q̇(l)
i − 2

∂E (l)
k

∂q(l)
i

q̇(l)
i

)

+
n(3)
r f e−1∑

r=1

n(3,r)
dof∑

i=1

∂E (3,r)
p, fl

∂q(3,r)
i

q̇(3,r)
i

+ ∂R(1)
sup

∂q̇(1)
1

q̇(1)
1 + ∂E (1)

p,sup

∂q(1)
1

q̇(1)
1 −

n(2)
dof∑

i=1

ti q̇
(2)
i , (5.5)

where:
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E (l)
k =

⎧
⎪⎪⎨

⎪⎪⎩

1
2 tr
{
Ṫ(l)H(l)

(
Ṫ(l)

)T}
, l �= 3

1
2

n(l)
r f e−1∑

r=0
tr
{
Ṫ(l,r)H(l,r)

(
Ṫ(l,r)

)T}
, l = 3

– the kinetic energy of the link

l,

E (l)
p,g =

⎧
⎪⎨

⎪⎩

m(l)gJ3T(l)r(l)
C (l) , l �= 3

n(l)
r f e−1∑

r=0
m(l,r)gJ3T(l,r)r(l,r)

C (l,r) , l �= 3
– the potential energy of gravity

forces of the link l,

J =
⎡

⎣
J1
J2
J3

⎤

⎦ =
⎡

⎣
1 0 0 0
0 1 0 0
0 0 1 0

⎤

⎦,

E (1)
p,sup = 1

2 s
(sup)
z

(
z(1)

)2
, R(1)

sup = 1
2d

(sup)
z

(
ż(1)

)2
—the spring deformation energy

and the Rayleigh dissipation function of the flexible supported base,

E (3,r)
p, fl

= 1
2

(
q̃(3,r)

)T
S(3,r)q̃(3,r),S(3,r) = diag

{
s(3,r)
ψ , s(3,r)

θ , s(3,r)
ϕ

}
—the spring

deformation energy of the flexible link,

t = [
0 t (2)dr − t (2)res

]T
—vector containing the driving torques.

Finally, the GPME dynamic equations of motion of the robotic system subjected
to programmed constraints can be obtained as:

∂R1

∂q̇i

∣∣∣∣
i∈iic

+
∑

j∈idc

∂R1

∂q̇ j

∂q̇ j

∂q̇i
= 0, (5.6)

Notice, that the number of dynamic equations of motion (5.6) is equal to the
number of the independent coordinates nic . Therefore, the resulting equations have
to be supplemented by the programmed constraints equations, in this case of the first
order.

5.3 Programmed Constraint Equations Formulation

A programmed motion of the manipulator is defined as follows: the end-effector
moves along an elliptical trajectory designed in a plane parallel to the x̂(0)ŷ(0) plane
and the velocity of the end-effector in z(0) direction has to change according to
time-dependent function ż(0)

E,a(t) shown in Fig. 5.2.
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Fig. 5.2 Assumed time courses of the velocity and acceleration of the end-effector

The constraint equations corresponding to the proposed programmed motion can
be presented as:

�1 ≡ 0 ⇒
(
x (0)
E

a(0)
E,a

)2

+
(
y(0)
E

b(0)
E,a

)2

− 1 = 0 (5.7.1)

�̇2 ≡ 0 ⇒ ż(0)
E − ż(0)

E,a(t) = 0 (5.7.2)

where x (0)
E = J1T(4)r(4)

E , y(0)
E = J2T(4)r(4)

E , z(0)
E = J3T(4)r(4)

E . It can be noticed that
the first constraint equation is defined at the position level and the second one is
kinematic, i.e. formulated at the velocity level.

The GPME algorithm [5] requires the constraint equations in differentiated form
which can be calculated as follows:

�̇1 ≡ 0 ⇒ uq̇ = 0, (5.8.1)
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�̇2 ≡ 0 ⇒ C3q̇ − ż(0)
E,a(t) = 0, (5.8.2)

�̈1 ≡ 0 ⇒ uq̈ + v = 0, (5.8.3)

�̈2 ≡ 0 ⇒ C3q̈ + d3 − z̈(0)
E,a(t) = 0, (5.8.4)

with:

C =
⎡

⎣
C1

C2

C3

⎤

⎦ = (
ci j
)
i=1,2,3
j=1,...,4

= J
[
T(4)
1 r(4)

E · · · T(4)
4 r(4)

E

]
,

d = (di )i=1,...,3 = J

((
ndof∑

i=1

ndof∑

j=1
T(4)
i j q̇i q̇ j

)

r(4)
E

)

,

u = (
u j
)
j=1,...,4 = 1(

a(0)
E,a

)2 J1T(4)r(4)
E C1 + 1(

b(0)
E,a

)2 J2T(4)r(4)
E C2,

v = 1(
a(0)
E,a

)2

(
(C1q̇)2 + J1T(4)r(4)

E d1
)

+ 1(
b(0)
E,a

)2

(
(C2q̇)2 + J2T(4)r(4)

E d2
)
,

a(0)
E,a , b

(0)
E,a are elliptical trajectory semi-major and semi-minor axes, respectively.

Relations between dependent and independent velocities can be found by proper
transformations of (5.8). As the result, these relations can be written as follows:

q̇dc = −K−1
dc
Kic q̇ic , (5.9)

where:

Kdc =
[
u2 u4
c12 c14

]
,Kic =

[
u1 u3
c11 c13

]
.

5.4 The GPME Generation for the Constrained
Manipulator Model

The GPME (6) supplemented by the equations of the programmed constraints (5.8.3)
and (5.8.4) in the stabilized form can be written as follows:
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⎡

⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

M1· + ∑

j∈idc
M j ·

∂q̇ j

∂q̇1

...

Mnic · +
∑

j∈idc
M j ·

∂q̇ j

∂q̇nic

u
C3

⎤

⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

q̈

=

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

h1 + Q1 +
ndof∑

j=1
q̇ j

∂Q j

∂q̇1
+ ∑

k∈idc

(

hk + Qk +
ndof∑

j=1
q̇ j

∂Q j

∂q̇k

)
∂q̇k
∂q̇1

...

hnic + Qnic +
ndof∑

j=1
q̇ j

∂Q j

∂q̇nic
+ ∑

k∈idc

(

hk + Qk +
ndof∑

j=1
q̇ j

∂Q j

∂q̇k

)
∂q̇k

∂q̇nic

−v − 2α �̇1 − β2 �1

−d3 + z̈(0)
E,a(t) − 2α �̇2

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

, (5.10)

where:

M =
nl∑

l=1
l �=3

M(l) +
n(3)
r f e−1∑

r=0

M(3,r),M(•) =
(
m(•)

i j

)

i, j=1,...,n(•)
dof

,m(•)
i j = tr

{
T(•)
i H(•)

(
T(•)

j

)T}
,

Mi ·|i∈iic = rowi (M), M j ·
∣∣
j∈idc = row j (M),

h =
nl∑

l=1
l �=3

h(l) +
n(3)
r f e−1∑

r=0
h(3,r),h(•) =

(
h(•)
i

)

i=1,...,n(•)
dof

,

h(•)
i =

n(•)
dof∑

m=1

n(•)
dof∑

n=1
tr
{
T(•)
m H(•)

(
T(•)
m,n

)T}
q̇(•)
m q̇(•)

n + 2
n(•)
dof∑

m=1

n(•)
dof∑

n=1
tr

{
T(•)
m H(•)

(
T(•)
i,n

)T}
q̇(•)
m q̇(•)

n ,

T(•)
i = ∂T(•)

∂q(•)
i

,T(•)
i, j = ∂2T(•)

∂q(•)
i ∂q(•)

j

,

Q = −(g + dsup + fsup + f fl
)+ tdr ,

g =
nl∑

l=1
l �=3

g(l) +
n(1)
r f e−1∑

r=0

g(3,r), g(•) =
(
g(•)
i

)

i=1,...,n(•)
dof

, g(•)
i = m(•)gJ3T(•)

i r(•)
C (•) ,

fsup = (
fsup,i

)
i=1,...,ndof

=
[
s(sup)
z z(1) 0

]T
,dsup = (

dsup,i
)
i=1,...,ndof

=
[
d(sup)
z ż(1) 0

]T
,

f fl = (
f fl ,i

)
i=1,...,ndof

=
[
0 S(3,1)q̃(3,1) . . . S(3,n(3)

r f e−1)q̃(3,n(3)
r f e−1)

]
,
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tdr = (
tdr,i

)
i=1,...,ndof

= [
tT 0

]T
,

in which H is the pseudo-inertia matrix, g is the acceleration of gravity, and α, β are
coefficients for the Baumgarte method.

For simulations, the Baumgarte stabilization method [4] is applied to eliminate
constraint violation at position and velocity levels. The Baumgarte method is sim-
ple in implementations and provides satisfactory stabilization results to constrained
motion equations solutions. Unfortunately, the parameters α, β have to be selected
by the trial and error method. However, the method returns good adjustment of the
parameters, such which secure the solution convergence, after a couple of simulation
runs.

Finally, the dynamic equations of motion (5.10) form (ndof − 2) ordinary dif-
ferential equations, which need to be supplemented by 2 equations corresponding
to the programmed constraints (5.8.3) and (5.8.4). Notice that the GPME derivation
procedure eliminates the constraint reaction forces from the equations. Thus (5.10)
are the smallest set of motion equations.

5.5 Numerical Simulation Studies—End-Effector
Programmed Motion

The procedure of generation of reference dynamics (5.10) enables simulations of the
programmed motion of the flexible supported three link manipulator. Parameters of
the analyzed robotic system applied in simulations are gathered in Table 5.1.

Table 5.1 Parameters of the
manipulator

Parameters Value

Stiffness coefficient of the support s(sup)
z 104 Nm−1

Damping coefficient of the support d(sup)
z 2.5N sm−1

Young modulus E 2.1 · 105 MPa

Poisson ratio v 0.3

Density ρ 7801 kgm3

Mass of the end-effector mE 2 kg

Number of rigid finite elements n(3)
r f e 4

Semi-major radius of the ellipse-shaped
trajectory a(0)

E,a

0.875m

Semi-minor radius of the ellipse-shaped
trajectory b(0)

E,a

1.75m

The Baumgarte coefficient α 103

The Baumgarte coefficient β 102
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(a) (b)

Fig. 5.3 Courses of the driving and resistance torques

Motion of the manipulator is forced by the driving torque together with the resis-
tance torque applied to column (2) whose courses are presented Fig. 5.3.

The following is assumed: t (2)dr,0 = 2Nm, t0 = 10 and ψ
(2)
0 = 9Nm.

At the initial configuration the flexible link is inclined to the plane x̂(0)ŷ(0) at the
angle 45◦. The generalized coordinates vector at time t = 0 s can be presented as
follows:

qi |t=0s
i=1,...,ndof

=
{
0, i �= 3
45◦, i = 3

(5.11.1)

q̇i |t=0s
i=1,...,ndof

= 0 (5.11.2)

At the first step of the simulation, static analysis of the manipulator is performed.
Initially, the position of the end-effector with respect to the inertial frame was r(0)

E =
[
1.4142 0 2.5142 1

]T
. After applying the gravity forces, the position of the end-

effector changed to r(0)
E = [

1.5065 0 2.3813 1
]T
. The dynamic equations of motion

are integrated using 4th order Runge-Kutta scheme with the constant step size h =
10−3 s, when all links of the manipulator are treated as rigid, and h = 10−5 s if link’s
flexibility is taken into account. Time courses of values of displacements of the base
and joints are shown in Fig. 5.4.

It can be noticed that flexibility of link (3) has a significant effect on dynamics of
themanipulator.Vibrations due to link’s flexibility are compensated by an appropriate
selection of the drive function acting in joint (3, 0). The influence of link’s (3)
flexibility on other links and the flexible supported basemotion is also clearly visible.

Programmed trajectories of the end-effector projected on planes x̂(0)ŷ(0) and
x̂(0)ẑ(0) are presented in Fig. 5.5. Time courses of the end-effector vertical displace-
ment and velocity are shown in Fig. 5.6.

Analyzing the obtained results, it can be stated that the programmed constraints
resulting from the assumed elliptical trajectory and the end-effector vertical veloc-
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(a) (b)

(c) (d)

Fig. 5.4 Time course of the joint coordinates

(a) (b)

Fig. 5.5 A trajectory of the end-effector
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(a) (b)

Fig. 5.6 Z-component of the end-effector displacement and the velocity vector

ity are satisfied. Thus, the reference dynamics provides motion samples along the
specified program. This motion can be analyzed with respect to the manipulator
capabilities and vibrations of its links. For the model with the flexible link, it can be
seen that the trajectory of the end-effector in the plane x̂(0)ẑ(0) is also well executed
comparing to the trajectory obtained for the model with rigid links. Moreover, this
offset results from the initial deformation of the flexible link (3) due to the effects of
gravity. This is also noticeable in time courses of the end-effector displacement z(0)

E .

5.6 Conclusions

In the chapter a mathematical model of the example of a robotic system with a flexi-
ble link is analyzed. Its motion is subjected to the programmed constraints resulting
from task orientedmotion planning. An automated numerical procedure based on the
GMPE algorithm was applied to generate dynamic equations of a multi-link robotic
system subjected to programmed constraints. It enables calculating time histories
of joint positions and their derivatives in the programmed motion. Joint coordinates
and homogeneous transformation matrices were applied to describe kinematics of
themanipulator. Links flexibility wasmodelled using the rigid finite elementmethod.
The presented approach can be easily generalized for robotic systems with any num-
ber of rigid or flexible links subjected to other kinematic constraint equations. The
reference dynamics and the results of the programmed motion analysis can be used
directly for a motion controller design what is the next step of the research plan.
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Chapter 6
Suppression of Time-Delayed Induced
Vibrations Through the Dynamic
Vibration Absorber: Application to the
Inverted Pendulum

Giuseppe Habib

Abstract A tunedmass damper (TMD) is implemented for the suppression of delay-
induced vibrations. An inverted pendulum subject to proportional-derivative feed-
back control is considered as primary system. A TMD is then attached to it, in order
to enlarge the stable region in the space of the control gains and mitigate vibrations
induced by time delay in the feedback loop. Stability and bifurcation analysis enable
us to evaluate the performance of the absorber both in terms of linear stability and of
robustness against external perturbations. Results illustrate that, although the TMD
is able to enlarge the stable region and suppress vibrations, in order to be efficient it
requires a fine tuning and the knowledge of the system parameters, including time
delay. Bifurcation analysis showed that the implementation of the TMD does not
significantly improve the behavior of the system in terms of robustness of the system
equilibrium because of the existence of subcritical bifurcations.

6.1 Introduction

Time delay in control is a major cause of instability, which is relevant for many engi-
neering systems [19]. Micro- and nano-electromechanical systems can experience
instabilities even when time delay seems negligible because of their very high natural
frequency [17]. Complex control algorithms require non-negligible computational
time, causing instabilities in industrial robots [10]. Human-controlled systems are
subject to time delay related to human reflex time, this causes, for instance, the fail-
ure of high-precision haptic interfaces [6], dangerous speed wobble in bicycles and
motorbikes [1, 20] and it is also responsible of balancing problems in elderly people
[2, 12].

The tuned mass damper (TMD) is an established solution for passively mitigat-
ing undesired vibrations and improve stability in otherwise unstable systems. It is
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successfully adopted for the stabilization of many engineering systems, such as slen-
der structures subject to wind induced vibrations [3] or to seismic excitation [18],
machine tools undergoing regenerative chatter vibrations [21] or friction-induced
vibrations in braking systems [4].

In this study, we consider a primary system consisting of an inverted pendulum
subject to proportional-differential (PD) position control with feedback delay. The
objective of the controller is to stabilize the upright position of the pendulum, oth-
erwise unstable. Because of time delay in the feedback loop, the stable region in the
space of the control gains is bounded, which might cause instability if the control
gains are not properly tuned. A TMD is attached to this primary system with the
objective of enlarging the stable region. In the first part of the paper, the stability
analysis of the primary system with and without TMD is analytically accomplished.
Based on stability analysis, an optimization of the absorber parameter is performed.
In the second part of the paper, the bifurcation behavior of the system at the loss
of stability is analytically studied, exploiting the method of multiple scales [16].
The analysis is carried out for the primary system with and without absorber. The
bifurcation analysis allows to evaluate the robustness of the system to perturbations
within the stable region, an aspect practically relevant, completely overlooked by a
linear stability analysis.

With respect to the engineering relevance of the system considered, it should be
pointed out that employing a control algorithm more sophisticated than a simple
PD controller is possible to achieve better performance than attaching a TMD. For
instance, periodic or predictive controllers are effective for compensating time delay
in feedback loop [11, 13, 15]. In this respect, the approach proposed in this study
refers to those systems whose control algorithm is practically inaccessible, such as,
for instance, human controlled systems.

6.2 Primary System Definition

We consider as primary system a simple planar pendulum, which is subject to a PD
position control aiming at stabilizing the vertical upright position. The controller
reads the position and velocity of the system and computes the force to be applied
proportionally to those values. However, it requires a certain finite amount of time
to react to the input, which causes time delay in the feedback loop. The dynamics of
the system in nondimensional form is described by the following delay differential
equation

ϕ̈1 − sin (ϕ1) = −pϕ1 (t − τ) − dϕ̇1 (t − τ) (6.1)

where p and d are the dimensionless proportional and differential gains, respectively.
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6.3 Stability Analysis

Although the stability of the trivial solution of the system in (6.1) has been extensively
studied in the literature [14], for the sake of clarity we briefly repeat the analysis,
applying the D-subdivision method [19].

After linearizing the equation of motion around ϕ1 = 0, we introduce the tentative
solution ϕ1 = ξ1eλt , obtaining

λ2ξ1e
λt − ξ1e

λt + pξ1e
λt−λτ + dλξ1e

λt−λτ = 0, (6.2)

from which we attain the characteristic polynomial

λ2 − 1 + dλe−λτ + pe−λτ = 0. (6.3)

The system is asymptotically stable if and only if all the infinite solutions of (6.3)
have negative real part. Imposing the condition λ = iω, whereω is a real number, we
can identify borders separating regions with the same number of eigenvalues having
positive real part [14, 19]. Separating then real and imaginary part, we obtain

dω sin(ωτ) + p cos(ωτ) = ω2 + 1

dω cos(ωτ) − p sin(ωτ) = 0,
(6.4)

whose solution is
p = (

ω2 + 1
)
cos(ωτ)

d = ω2 + 1

ω
sin(ωτ).

(6.5)

We notice that forω = 0we have p = 1, which corresponds to theminimum allowed
value of p to avoid instabilities. Considering (6.5) and analyzing the transversality
condition [14, 19], stability region can be identified in the p, d space. This is depicted
in Fig. 6.1a for various values of τ .

We notice that the shape of the stable region resembles a capital letter D. The left
vertical border corresponds to a static loss of stability, therefore it is not related to the
time delay, and it causes the system to diverge monotonically from the zero position.
The right curved border corresponds to Andronov-Hopf bifurcations, therefore to
the generation of limit cycle oscillations (LCOs) having frequency ω. Increasing the
value of the time delay τ the stable region shrinks, until it eventually disappears for
τ = √

2 [19]. For τ ≤ √
2 the system is always stable for any control gain value.

On the contrary, for τ → 0 (no time delay), the stable region is unbounded and the
system is stable if p > 1 and d > 0.

Figure6.1b depicts the values of the vibration frequency ω occurring at the loss
of stability. We notice that the frequency range of interest is wide and it is largely
affected by the value of τ . As it will be shown later, this aspect is critical for the
design of a proper tuned mass damper for vibration mitigation.
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Fig. 6.1 a Stability chart in the space of the control gains p, d; the system is stable inside the
D-shaped curve; b vibration frequencies at the loss of stability

Fig. 6.2 Schematic
representation of the inverted
pendulum with attached
TMD

6.3.1 Inverted Pendulum with Attached TMD

With the objective of improving the stability properties of the system, we attach to it
a TMD, consisting of a small mass connected to the primary system through a linear
viscoelastic element. A schematic representation of the mechanical system is pro-
vided in Fig. 6.2. The equations of motion of the augmented system in dimensionless
form are

ϕ̈ − sin(ϕ1) + 2ζ2μγ (ϕ̇1 − ϕ̇2) + μγ 2 (ϕ1 − ϕ2) + pϕ1 (t − τ) + dϕ̇1 (t − τ) = 0

μ
(
ϕ̈2 + 2ζ2γ (ϕ̇2 − ϕ̇1) + γ 2 (ϕ2 − ϕ1)

) = 0,
(6.6)

where μ is ratio between the mass moment of inertia of the absorber and of the
primary system, γ is the natural frequency ratio and ζ2 is the relative damping of the
absorber.
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After linearizing the system, we perform the same analysis as done for the single-
DoF case, obtaining the characteristic polynomial

(− (
γ 2 + 2γ λζ2 + λ2

) + λ2
(
γ 2(μ + 1) + 2γ λζ2(μ + 1) + λ2

))

+ e−λτ
(
dλ

(
γ 2 + 2γ λζ2 + λ2

) + p
(
γ 2 + 2γ λζ2 + λ2

)) = 0.
(6.7)

Imposing the condition λ = iω, separating real and imaginary parts and finally solv-
ing the resultant equations for p and d, we obtain

p =
(
cos(τω)

(
γ 4

(
ω2(μ + 1) + 1

)
+ γ 2ω2

(
4ζ 22

(
ω2(μ + 1) + 1

)
− ω2(μ + 2) − 2

)

+ ω6 + ω4
)

+ 2γ ζ2ω
5μ sin(τω)

)/ (
γ 4 + 2γ 2

(
2ζ 22 − 1

)
ω2 + ω4

)

d =
(
sin(τω)

(
γ 4

(
ω2(μ + 1) + 1

)
+ γ 2ω2

(
4ζ 22

(
ω2(μ + 1) + 1

)
− ω2(μ + 2) − 2

)

+ ω6 + ω4
)

− 2γ ζ2ω
5μ cos(τω)

)/ (
ω

(
γ 4 + 2γ 2

(
2ζ 22 − 1

)
ω2 + ω4

))
,

(6.8)
which mark the separations between regions having the same number of eigenvalues
with positive real part.

Fixing parameter values and varyingω, (6.8) provide the stability boundary of the
system in the p, d space, which is reported in Fig. 6.3. In the figure, the red dashed
line marks stability boundary for the pendulum without TMD, while the solid lines
indicate stability for the system with an attached TMD for various values of γ . τ is
fixed to 0.5, while mass ratio μ = 0.1 and damping ratio ζ2 = 0.15.

The different stability charts show that the TMD is able to improve stability,
however it is effective only in a specific region of the chart. Considering that the
TMD works only around its natural frequency, this result is not surprising. The

Fig. 6.3 Stability chart for
the inverted pendulum with
attached TMD. τ = 0.5,
μ = 0.1 and ζ2 = 0.15. Red
dashed lines refer to the
pendulum without absorber
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phenomenon can be better understood comparing Figs. 6.3 and 6.1b. For instance,
for γ = 1 the TMD is effective for d ≈ 1, while Fig. 6.1b shows that for d ≈ 1 and
τ = 0.5, vibration frequency at the loss of stability is indeed close to 1. Analogous
observations can be done for γ = 2 and γ = 3. The consequence of this result is that
the TMD can be used only for specific parameter ranges and it requires a knowledge
of the time delay τ in order to be properly tuned. We notice that the area inside the
small loop formed by the stability boundary is unstable.

The black line in Fig. 6.3 indicates the case of an infinitely rigid absorber. In this
case the TMD simply increases the inertia of the system. As it can be seen in the
figure, this has a positive effect on the stability, since the increased inertia reduces
the effective relative time delay (although here equations were provided directly in
dimensionless form, dimensionless time delay τ is given by the dimensional time
delay multiplied by the natural frequency of the pendulum). For this reason, we
believe that a fair assessment of the performance of the TMD should consist in its
comparison with a rigid TMD.

Figure6.4a and b illustrate the effect on the stability of variations of the damping
ζ2 and of the mass ratio μ, respectively. Figure6.4a illustrates the effect of varia-
tions of the damping ζ2 on the stability of the system. From the figure it can be
recognized that a relatively large damping ratio of the TMD is required to obtain
good performance. However, an optimum value exists and excessive damping can
also reduce performance. Figure6.4b shows the effect of variations of the mass ratio
on the system stability. In this case, increases of the mass ratio tend to generally
improve stability. However, in most of engineering applications, limits on the entity
of an additional mass are driven by practical considerations. Conclusions drawn here
regarding the effect of mass and damping ratios on stability are analogous to those
obtained for other applications of the TMD [5, 8].
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Fig. 6.4 Stability charts for the inverted pendulum with attached TMD, τ = 0.5 and γ = 2.
a μ = 0.1; b ζ2 = 0.15. Red dashed lines refer to the pendulum without absorber
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6.3.2 Absorber Optimization

The previous analysis suggests that γ and ζ2 parameters must be correctly tuned
in order to obtain an efficient absorber, it is therefore useful to identify the optimal
parameter values for a specific purpose.We consider three different objectives related
to the shape of the stability chart. Namely,maximize either p or d control gainswhich
give stability and maximize the stable region in the p, d space. For the optimization,
time delay and mass ratio are assumed fixed at τ = 0.5 and μ = 0.1.

Optimization is performed adopting the semi-discretization method [14], which
consists in discretizing the time, in order to transform the delay differential equation
describing the dynamics of the system into a discrete map. For more details on
the procedure, we address the interested reader to [14]. The time is discretized in
intervals Δt = τ/m, the larger is m, the more precise is the computation. To give
an idea of the approximation obtained, Fig. 6.5 illustrates the approximated stability
chart for m = 5, 15 and 50. The black line in the figure indicates the exact solution.
The advantage of the semi-discretization method over analytical computation, for
this specific case, is that it provides an easy way to determine the maximum value
of p and d of the stable region and its area. As a compromise between precision and
computational time, we adopted m = 15 for the system optimization.

The optimization provided the parameter values indicated in Table6.1. Corre-
sponding stability charts are plotted in Fig. 6.6.We notice that, although optimization
was performed through the semi-discretizationmethod, the stability charts in Fig. 6.6
are the exact ones.

Comparing the optimized stability charts in Fig. 6.6 with the case of only inertial
contribution of the absorber (infinitely rigid, dashed line in the figure), it can be
noticed that the improvement is significant. Exact values of the obtained improve-
ment are indicated in Table6.1. Nevertheless, we remark that in order to obtain this
optimized value it is necessary to have a good knowledge of the system delay and
mass ratio.

Fig. 6.5 Stability chart for
the inverted pendulum with
attached TMD. τ = 0.5,
μ = 0.1, ζ2 = 0.15 and
γ = 2. Black line: exact
solution, colored lines:
semi-dscretization method
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Table 6.1 Absorber parameters required tomaximize either themaximal p or d of the stable region,
or its area in the p, d space. Last column indicate improvement with respect to an absorber with
infinite stiffness (γ → ∞)

γ ζ2 Improv. (%)

Max p 2.3 0.174 + 42.6

Max d 3.55 0.126 + 21.6

Max Area 3.3 0.126 + 36

Fig. 6.6 Stability chart for
the inverted pendulum with
attached TMD. τ = 0.5 and
μ = 0.1. Blue line: p
maximized, magenta line: d
maximized, orange line: area
maximized, dashed black
line: infinitely rigid absorber
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6.4 Bifurcation Analysis

Referring to the inverted pendulum without TMD, we already noticed that, while
the stability boundary is related to a static loss of stability (ω = 0), the right border
corresponds to the occurrence of Andronov-Hopf bifurcations. In order to investigate
the behavior of the system after the loss of stability a bifurcation analysis is therefore
performed. Themethod ofmultiple scales for time delayed systems is adopted [9, 16].
The procedure is first illustrated for the pendulum without TMD and then extended
to the case of the coupled system. The same analysis for a very similar system is
performed in [22].

6.4.1 Inverted Pendulum Without Absorber

First, we expand the equation of motion in (6.1) in Taylor series around ϕ = 0 and
transform it into first-order form, i.e.

ẋ = Lx − (
pRp + Rd

)
xτ + f, (6.9)
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where

x =
[

ϕ1
ϕ̇1

]
, xτ = x(t − τ), L =

[
0 1
1 0

]
, Rp =

[
0 0
1 0

]
, Rp =

[
0 0
0 d

]
, f =

[
0

−ϕ3
1
6

]

,

(6.10)
p is the bifurcation parameter adopted.

Next, we expand the solution of (6.9) as

x(t; ε) = ε1/2x1 (T0, T1) + ε3/2x2 (T0, T1) + · · · (6.11)

where T0 = t , T1 = εt and ε is a small bookkeeping parameter. The derivative with
respect to t is transformed into

d

dt
= ∂

∂T0
+ ε

∂

∂T1
+ · · · = D0 + εD1 + · · · (6.12)

while delayed terms are expressed as

x(t − τ ; ε) = ε1/2x (T0 − τ, T1) + ε3/2x2 (T0 − τ, T1) − ε3/2τD1x1 (T0 − τ, T1) + · · ·
(6.13)

The bifurcation parameter p is rewritten as p = pcr + εδ, where pcr corresponds to
the p value at the loss of stability. For a clearer explanation of the formalism adopted,
we address the interested reader to [16].

Substituting (6.11)–(6.13) into (6.9) and equating terms of equal order of ε we
have

ε1/2 : D0x1 − Lx1 + (
pcrRp + Rd

)
x1τ = 0 (6.14)

ε3/2 : D0x2 − Lx2 + (
pcrRp + Rd

)
x2τ = −δRpx1τ − D1x1

+ (
pcrRp + Rd

)
τD1x1τ + f (x1) (6.15)

6.4.1.1 Order ε1/2

The general steady state solution of (6.14) is

x1(T0, T1) = A(T1)ceiωcT0 + Ā(T1)ce−iωcT0 , (6.16)

where the overbar indicates complex conjugate and ωc is given by (6.5) for p = pcr .
c = [1 c2]T is obtained by the linear homogeneous system of equation

(
iωcI − L + (

pcrRp + Rd
)
e−iωcτ

)
c = 0, (6.17)

which gives c2 = iωc.
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6.4.1.2 Order ε3/2

Substituting (6.16) into (6.15) we obtain

D0x2 − Lx2 + (
pcrRp + Rd

)
x2τ = − [

I − (
pcrRp + Rd

)
e−iωcτ

]
cA′eiωcT0

− δRp AceiωcT0e−iωcτ + A2 Āf̃eiωcT0 + c.c. + n.s.t.
(6.18)

where f̃ = [0 − 1/2]T, prime (′) stands for derivation with respect to T0, c.c. and
n.s.t. stand for “complex conjugate” and for “non secular terms”, respectively.

Because the homogeneous part of (6.18) has nontrivial solutions, the nonhomoge-
neous equation has a solution only if a solvability condition is satisfied. To determine
this solvability condition, we set a particular solution of the form

x2(T0, T1) = φ(T1)e
iωcT0 (6.19)

and obtain
[
L − (

pcrRp + Rd
)
e−iωcτ − iωcI

]
φ =

[
I − (

pcrRp + Rd
)
e−iωcτ

]
cA′ + δRp Ace−iωcτ − A2 Āf̃ .

(6.20)

The solvability condition demands that the right-hand side of (6.20) is orthogonal to
every solution of the adjoint homogeneous problem. The adjoint problem is governed
by [

LH − (
pcrRH

p + RH
d

)
eiωcτ + iωcI

]
b = 0, (6.21)

where H indicates the conjugate transpose. Tomakeb uniquewe impose the condition

bHc = 1 (6.22)

and obtain

b =
[

1
− iωc

eiωc pcr−1

]
. (6.23)

We take the inner product of bH with the right-hand side of (6.20), i.e.

bH
([
I − (

pcrRp + Rd
)
e−iωcτ

]
cA′ + δRp Ace−iωcτ − A2 Āf̃

)
= 0, (6.24)

from which we get the expression

A′ = Λ1δA + Λ2A
2 Ā. (6.25)
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6.4.1.3 Normal Form

We then introduce the polar form

A = 1

2
aeiβ, (6.26)

where a and β are real functions of T1. Substituting (6.26) into (6.25) and separating
real and imaginary parts we have

Re: a′ = δΛ1Ra + 1

4
a3Λ2R (6.27)

Im: aβ ′ = δΛ1I a + 1

4
a3Λ2I , (6.28)

where Λ1R , Λ2R , Λ1I and Λ2I are the real and imaginary parts of Λ1 and Λ2,
respectively.

Equation (6.27) provides information about the oscillation amplitude of the system
in the vicinity of the bifurcation. In order to identify periodic solutions, we impose
a′ = 0 and obtain the solutions

a0 = 0 and a1 = 2

√

− δ

Δ
, (6.29)

where

Δ = Λ2R/Λ1R =
(
ω2
c + 1

)
(2τωc − sin(2τωc))

4
((

ω2
c − 1

)
sin(τωc) + τωc

(
ω2
c + 1

)
cos(τωc)

) . (6.30)

Recalling (6.11), (6.16), (6.26), (6.29) and that p = pcr + εδ, we have that the ampli-
tude of the LCOs in the vicinity of the bifurcation is approximated by

ϕ1 = ϕ0 cos(ωct + β), ϕ0 = 2

√
pcr − p

Δ
. (6.31)

Since δ represents small variations of p with respect to its critical value pcr , a1 is
real for δ > 0 (< 0) if Δ < 0 (> 0). With respect to the Andronov-Hopf bifurcation
occurring at the loss of stability, the bifurcation is therefore supercritical if Δ < 0
and subcritical if Δ > 0.

It can be verified that for values ofωc and τ compatible with points of the stability
boundary Δ is always positive, therefore the bifurcation is always subcritical.
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Fig. 6.7 a Bifurcation diagram for τ = 0.5 and d = 2; dashed black line: analytical, solid blue
line: numerical, black dot: Andronov-Hopf bifurcation, red dot: fold; b time series for p = 2.15,
initial conditions: thin red line (ϕ(s), ϕ̇(s)) = (6.9, 0), thick blue line (ϕ(s), ϕ̇(s)) = (6.8, 0), with
s ∈ [−τ, 0]

6.4.1.4 Bifurcation Diagrams

Figure6.7a provides a comparison between the bifurcation diagrampredicted analyti-
cally (dashed black line) and calculated numerically (solid blue line). It can be noticed
that the two curves are very close to each other for small amplitude, which confirms
the validity of the analytical procedure. For increasing amplitude, the numerical
curve diverges from the analytical one, exhibiting a fold point. This feature can-
not be captured by the analytical procedure, which is valid only in the vicinity of
the bifurcation. The numerical bifurcation branch was obtained through the Matlab
based continuation software DDE-Biftool [7].

The subcritical characteristic of the bifurcation limits the basin of attraction of
the stable trivial solution. This is verified through direct numerical integration in
Fig. 6.7b, where the red and blue curves refer to time series obtained with the same
parameter values τ = 0.5, d = 2 and p = 2.15, but with different initial conditions
(ϕ(s), ϕ̇(s)) = (6.9, 0) and (ϕ(s), ϕ̇(s)) = (6.8, 0), with s ∈ [−τ, 0], respectively.
While the red curve results in a periodic solution, the blue one converges to 0.
We notice that the initial cycles of both curves have amplitude ϕ0 ≈ 4.4, in excellent
agreement with the amplitude of the branch of unstable periodic solutions in Fig. 6.7a
for p = 2.15. Similar bifurcation diagrams can be plotted for different values of
control gains p and d and time delay τ .

6.4.2 Inverted Pendulum with Absorber

The analysis already performed for the simple pendulum is repeated including the
vibration absorber in the system, as it is in (6.6). The system is reduced to the same
form as in (6.9), where
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x =

⎡

⎢⎢
⎣

ϕ1

ϕ̇1

ϕ2

ϕ̇2

⎤

⎥⎥
⎦ , xτ = x(t − τ), L =

⎡

⎢⎢
⎣

0 1 0 0
1 − γ 2μ −2γ ζ2μ γ 2μ 2γ ζ2μ

0 0 0 1
γ 2 2γ ζ2 −γ 2 −2γ ζ2

⎤

⎥⎥
⎦ ,

Rp =

⎡

⎢⎢
⎣

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥⎥
⎦ , Rp =

⎡

⎢⎢
⎣

0 0 0 0
0 d 0 0
0 0 0 0
0 0 0 0

⎤

⎥⎥
⎦ , f =

⎡

⎢⎢
⎣

0

− ϕ3
1
6
0
0

⎤

⎥⎥
⎦ .

(6.32)

Then, exactly the same steps performed in the previous section are repeated (from
6.11 to 6.30). Finally, we approximate the system response by

ϕ1 = ϕ0 cos(ωct + β), ϕ0 = 2

√
pcr − p

ΔT MD
, (6.33)

whereΔT MD has amuch lengthier form thanΔ found in the previous section.Because
of this, its explicit formulation is omitted here. Instead, the value ofΔT MD is exploited
to characterize the bifurcation in some specific cases.

We consider the system with a TMD optimized for maximizing the proportional
gain p, as indicated in the first line of Table6.1. The bifurcation analysis indicates
that theAndronov-Hopf bifurcations are subcritical onmost of the stability boundary,
while only on a small portion it is supercritical, as represented in Fig. 6.8. This result
is validated numerically by plotting bifurcation diagrams.

Figure6.9a represents a subcritical bifurcation and dashed and solid lines indicate
analytical and numerical results, respectively. Also in this case, the two curves are
in good agreement for low oscillation amplitudes, while they diverge as amplitude
increases. The numerically obtained curve shows that at p = 1.26 a fold point is
reached. This scenario is analogous to the one depicted in Fig. 6.7. Time series
obtained through direct numerical simulations are illustrated in Fig. 6.9b for p = 2,

Fig. 6.8 Bifurcation
characterization for the
inverted pendulum with
attached TMD. τ = 0.5,
μ = 0.1, γ = 2.3 and
ζ2 = 0.174. Dashed lines:
subcritical bifurcations, solid
line: supercritical
bifurcations. Blue
dash-dotted lines indicate
bifurcation diagrams plotted
in Figs. 6.9–6.10
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Fig. 6.9 a Bifurcation diagram for τ = 0.5, d = 2.8, γ = 2.3 and ζ2 = 0.174; dashed black line:
analytical, solid blue line: numerical, black dot: Andronov-Hopf bifurcation, red dot: fold; b time
series for p = 2, initial conditions: thin red line (ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) = (9.2, 0, 9.2, 0), thick
blue line (ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) = (9.1, 0, 9.1, 0), with s ∈ [−τ, 0]

i.e. within the stable region. Although the blue and red curves in the figure have very
close initial conditions, one asymptotically converges to the trivial solution, while
the other one grows unboundedly. This clearly prove the limited extent of the basin
of attraction of the stable trivial solution also for the pendulum with attached TMD.
Both the time series allow to grasp the shape of the unstable solution limiting the
basin of attraction, which is in good agreement with the result obtained numerically
at ϕ0 ≈ 2 for p = 2.

Figure6.10a illustrates a bifurcation diagram for d = 2.2. According to the ana-
lytical calculation, Δ < 0, therefore the bifurcation is supercritical. This is con-
firmed by the numerical simulation. Besides the good matching between analytical
and numerical results at low amplitude, an interesting feature, is exhibited by the
numerical results, unpredicted by the analytical investigation. The branch of stable
periodic solution emerging at the Andronov-Hopf bifurcation turns back for p = 3.9
and reaches values of p within the stable region. Eventually, at p = 3 another fold
occurs. This double fold has an important implication with respect to the system
dynamics. First of all, although the bifurcation is supercritical, as correctly predicted
by the analytical development, the basin of attraction in the vicinity of the bifurcation
is not unbounded. Which means that from a practical point of view the two scenarios
in Figs. 6.9 and 6.10 are not very different. Secondly, in the unstable region there exist
a stable periodic attractor only for p smaller than the value of p at the fold (p = 3.9
in this case). For p > 3.9 the response of the system grows unboundedly and for p
between the Andronov-Hopf bifurcation and the right fold (p ∈ (3.47, 3.9) in this
case) the system can either converge to a periodic solution or diverge, as clearly
illustrated in Fig. 6.10c. We notice that, for this system, in most of cases presenting
subcritical bifurcations, for any p value outside the stable region the system response
diverges unboundedly.
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Fig. 6.10 a Bifurcation diagram for τ = 0.5, d = 2.2, γ = 2.3 and ζ2 = 0.174; black line: analyti-
cal, blue line: numerical, black dot: Andronov-Hopf bifurcation, red dot: fold; b time series for p =
3.2, initial conditions: thin red line (ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) = (5.5, 0, 5.5, 0), thick blue line
(ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) = (5.4, 0, 5.4, 0); c time series for p = 3.6, initial conditions: thin red
line (ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) = (2.5, 0, 2.5, 0), thick blue line (ϕ1(s), ϕ̇1(s), ϕ2(s), ϕ̇2(s)) =
(2.4, 0, 2.4, 0); s ∈ [−τ, 0]

6.5 Conclusions

In thiswork, the application of aTMDfor the suppression of delay-induced vibrations
was investigated. Results illustrate that the TMD can significantly improve stability
properties of the system. However, the optimal tuning of the natural frequency of
the absorber critically depends on the control delay. This suggests that, in order to
implement it in a real engineering application, an accurate knowledge of the time
delay (and of the primary system natural frequency) is required. This limit might be
overcome either employing a self-tuning mechanism for the absorber parameters or
adopting multiple TMD in order to enlarge the frequency bandwidth of operation.
These two further developments will be the objective of future studies.

The bifurcation analysis of the system illustrates that significant problems related
to the system robustness within the stable region exist. The application of the TMD
does not seem to improve the system robustness. Possible alternatives to improve
the robustness of the equilibrium with respect to perturbations might be given by the
introduction of nonlinear terms either in the active controller (for example consid-
ering a progressive saturation) or introducing nonlinearities in the absorber. These
aspects will also be studied in future works.
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Chapter 7
Modal Analysis Investigation
of Mechanical Kerr Frequency Combs

Samer Houri, Daiki Hatanaka, Yaroslav M. Blanter and Hiroshi Yamaguchi

Abstract The aim of this work is to theoretically investigate the possibility of Kerr
frequency combs inmechanical systems. In particular, whethermicroelectromechan-
ical devices (MEMS) can be used to generate frequency combs in a manner that is
analogous to the optical frequency combs generated in optical microresonators with
Kerr-type nonlinearity. The analysis assumes a beam-likemicromechanical structure,
and starting from the Euler-Bernoulli beam equation derives the necessary conditions
in parameter space for the comb generation. The chapter equally presents potential
means for the physical implementation of mechanical Kerr combs.

7.1 Introduction

Optical frequency combs,1 as their name suggests, produce an output that has equidis-
tant frequency components within a relatively wide spectral range. The time domain
corollary of this discrete and equidistant multispectral structure is that the output
takes the form of a periodic train of narrow pulses ([24]). The highly periodic signal
output and equidistant spectral components have made optical frequency combs an
invaluable tool for timing and spectroscopy applications [15, 17, 45, 63].

Severalmeans exist for the generation of optical frequency combs, in one approach
mode-locked cavities such as Ti: Sapphire laser cavities that can support a large
number of longitudinal modes is used to provide the equidistant components of
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1Optical frequency comb is a laser source whose spectrum consists of a series of discrete, equally
spaced frequency lines. Frequency combs can be generated by a number of mechanisms, including
periodic modulation (in amplitude and/or phase) of a continuous-wave laser, four-wave mixing in
nonlinear media, or stabilization of the pulse train generated by a mode-locked laser.
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the optical comb [13, 59]. In a slightly different implementation, known as the Q-
switched cavity, a phase relation is established between the different cavity modes
using a saturable absorber [29].

More recently a very promising approach for the generation of optical frequency
combs making use of Kerr nonlinear optical resonators has been demonstrated. The
basic principle behind the operation of such Kerr frequency combs consists of apply-
ing a laser pump that is nearly resonant with one of the cavity’s many modes, the
laser pump is thus confined to micrometric dimensions inside the resonator resulting
in very large electric fields. The intra-cavity fields are large enough to undergo non-
linear degenerate four-wave mixing (FWM) which produces photons with slightly
different frequencies that excite nearby cavity modes. These newly excited modes in
their turn undergo a process of either degenerate or non-degenerate FWM to produce
more sidebands that correspond to other cavity modes, and so on in a cascade process
[16, 37].

The introduction of Kerr frequency combs has sparked great interest that is moti-
vated by fundamental as well as practical questions. On a more technological end
a significant appeal of Kerr frequency combs is their use of microscale optical res-
onators thus promising to reduce both footprint and power consumption consider-
ably compared to the more classical mode-locked lasers approach [38, 41, 60, 61].
Whereas the generation of solitons [2, 22, 30 49, 55], rogue waves [1, 11], emerging
patterns [43], and chaotic behavior [10, 52, 56] are all issues of importance from a
more fundamental point of view.

Seen the great progress and interest in photonic frequency combs, it is not sur-
prising that phononic, i.e. mechanical or acoustic, frequency combs should also be
investigated. This is especially true since micromechanical systems (MEMS) offer
strongly nonlinear behavior [42] that is promising for frequency comb implemen-
tation. Indeed several approaches have been undertaken to demonstrate frequency
combs, the first approach relies on mixing two drive tones using the nonlinearity of
theMEMS device [18, 27, 33–35]. A second approach relies on inducing instabilities
in a highly nonlinear M/NEMS device, such instabilities usually originates from the
nonlinear interaction between different oscillating modes or devices [4, 14, 19, 20,
32–34, 36, 47, 48, 58].

Despite such progress in demonstrating mechanical frequency combs, these
demonstrations remain limited to combs generated within the envelope of a single
nonlinearly oscillating mode, while a true multimodal mechanical frequency comb
with a large number of cavity modes excited simultaneously, in a manner analogous
to optical frequency combs remains to be demonstrated. Indeed even the questions
regarding the possibility and properties of a Kerr mechanical frequency comb have
not been addressed in a satisfactorily fashion.

Therefore, it is the aim of this work to explore the possibility of producing a
multimodal mechanical frequency comb that functions according to the same princi-
pals of that of optical Kerr combs. The theoretical investigation will further explore
the conditions in parameter space that are necessary for the onset of such combs,
in the aim of guiding future experimental effort. Thereafter, the chapter proposes
experimental means for the generation of mechanical combs.
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7.2 Analytical Formulation

In addition to numerous experimental investigations, opticalKerr combs have equally
benefited from a detailed and extensive mathematical analysis of their properties,
formation conditions, and dynamics [7, 21, 51], whereas such analytical basis is still
lacking for the case of mechanical Kerr combs.

This section will provides mathematical foundation that establishes a relation
between beam mechanics and the dynamics of FWM Kerr comb generation. Once
a mechanical analogue to the optical governing equations is established, attention
is given to the physical interpretation of these equations and their corresponding
parameter space. Equally important this section investigates the impact of some
MEMS-specific properties such as internal stresses that are often encountered in
MEMS devices but have no analogue in optics. This work assumes a beam-like
geometry that is compatible with the Euler-Bernoulli beam equation.

7.2.1 Euler-Bernoulli Modal Expansion

We start our investigation by considering the beam equation to describe the dynamics
ofMEMSbeamstructures.We thendecompose themechanical vibrations of thebeam
into a set of normal modes in a manner that is analogous to the modal decomposition
of optical microresonators [6]. The beam equation used in this work is the Euler-
Bernoulli equationwhich alongwith the boundary conditions for a clamped-clamped
beam, reads [9]:

⎧
⎨

⎩

E I ∂4 y
∂x4 + γ

∂y
∂t + ρA ∂2 y

∂t2 − E A
2L

L∫
0

(
∂y
∂x ′

)2
dx ′ ∂2 y

∂x2 = F(x, t)

y(0, t) = y(L , t) = y′(0, t) = y′(L , t)
(7.1)

where x and y(x,t) are the longitudinal coordinate and thebeam’s displacement respec-
tively, E is the Young’s modulus, I is the second area moment of inertia of the beam
section, γ is the viscous damping term, ρ is the density of the beam, A is the beam’s
cross-sectional area, L is the beam’s length, F(x,t) is the driving force applied to
the structure, x′ is also a longitudinal coordinate used only within the integral and
the last term on the left hand side is the nonlinear term originating from beam
stretching [9].

In order to make this description scale free, the above equation is changed into a
dimensionless version by resorting to the following set of parameter transformation:

x̄ = x

L
, ȳ = y

h
, γ̄ = γ L4

E IT
, F̄ = FL4

E Ih
, t̄ = t

T
, T =

√
ρAL4

E I
(7.2)

where the bar indicates a dimensionless quantity.
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The dimensionless Euler-Bernoulli equation now reads (dropping the bars for
convenience):

∂4y

∂x4
+ γ

∂y

∂t
+ ∂2y

∂t2
− 6

1∫
0

(
∂y

∂x ′

)2

dx ′ ∂
2y

∂x2
= F(x, t) (7.3)

At this point we resort to amodal decompositionwhere themotion of the vibrating
beam is projected on a set of harmonic basis functions, i.e. y(x, t) = ∑

i ψi (x)ξi (t).
These latter are simply the natural modes of vibration of a linear beam, and can
equally be obtained as the homogenous solution of the Euler-Bernoulli equation,
written as (the same boundary conditions apply):

d4ψ(x)

dx4
= ω2ψ(x) (7.4)

Whose solution, i.e., mode shapes for a clamped-clamped beam are:

ψn(x) = an
(
cos

(
ω1/2
n x

) − cosh
(
ω1/2
n x

)) + bn
(
sin

(
ω1/2
n x

) − sinh
(
ω1/2
n x

))

(7.5)

And the normal mode frequencies are obtained from numerically solving the
following transcendental function:

cos
(
ω1/2
n x

)
cosh

(
ω1/2
n x

) = 1. (7.6)

Inserting the harmonic summation into the partial differential equation (7.3), the
latter now reads:

∑

k

(

ξk
d4ψ

dx4
+ γkψk ξ̇k + ψk ξ̈k − 6

1∫
0

(
∑

l

∑

m

ψ ′
lψ

′
m

)

dx ′ψ ′′
k ξkξlξm

)

= F(x, t)

(7.7)

where (•) indicates time derivative, and (′) indicates spatial derivative. The orthonor-
mality of the mode shapes imply the following identities:

1∫
0
ψnψmdx

′ = 0; 1∫
0
ψnψndx

′ = 1. (7.8)

Multiplying (7.7) by ψn(x) and integrating from 0 to 1, we obtain the following
modal equation:

ξ̈n + γn ξ̇n + ω2
nξn + 6

∑

k

∑

l

∑

m

1∫
0

(
ψ ′

kψ
′
l

)
dx ′ 1∫

0

(
ψ ′

mψ ′
n

)
dx ′ξkξlξm = Fn(t) (7.9)
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where γ n is the modal damping, Fn is the modal forcing given as Fn(t) =
1∫
0
F(x, t)ψndx , and we have modified the nonlinear term using the identity

1∫
0

(
ψ ′

mψ ′
n

)
dx ′ = − 1∫

0

(
ψmψ ′′

n

)
dx ′.

We define the following equality,�mn = 1∫
0

(
ψ ′

mψ ′
n

)
dx ′, thus using these identities

the partial differential (7.3) can finally be written as the following set of ordinary
differential equations:

ξ̈n + γn ξ̇n + ω2
nξn + 6

∑

klm

�mn�klξkξlξm = Fn(t) (7.10)

Note that the obtained equation, reduces to a classical Duffing equation if the
number of modes are reduced to one, and reduces to a mode-coupling equation [44,
50 65, 66] if only two modes are allowed.

To proceed, a rotating frame approximation [23] is applied whereby the motion
of the structure’s modes is expressed as:

ξ j = 1

2

(
A je

iω j t + A∗
J e

−iω j t
); and Fn(t) = Fn

2

(
eiωt + e−iωt

)
(7.11)

where Aj is a slowly varying complex envelope that will capture the main dynamics
of the jth mode, Fn and ω are the amplitude and frequency of the driving force
respectively, with ω being very close to ωn.

Note that sincewe define the amplitude envelope to be slowly varying, that implies
that our rotating frame can only account for effects that take place on time scales that
are �1/ω, a subtlety that will have important implications later on.

Furthermore, we define ω = ωn(1 + δ), where δ is detuning parameter. Substitut-
ing (7.11) into (7.10), and drop all second order terms of δ, e.g. δ2 and δγ , keeping
only the first order time derivative of the complex amplitude envelope, and removing
all frequency terms that are not on the order ~ω (i.e., dropping all terms that are of
the order 2ω, 3ω …) we obtain the following:

iωn Ȧn − δω2
n An + i

2
γnωn An + 3

4

∑

k,l,m

�kl�mn Ak A
∗
l Ame

−i
ωklmn t = Fnei(ω−ωn)t

2

(7.12)

where
ωklmn = ωk −ωl +ωm −ωn . Note that for the rotating frame approximation
to apply we must have 
ωklmn � ω, i.e., separation between the relevant modes
must be small compared to the frequency of the modes themselves.

Equation (7.12) is identical to that describing optical frequency combs [6]. Thus
modal analysis of the Euler-Bernoulli equation demonstrates a close parallel with
optics concerning the governing dynamics of Kerr combs.
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7.2.2 Stability Analysis for Mechanical Comb Generation

The task ahead is to determine the parameter space necessary for such comb gen-
eration. The below stability and comb threshold analysis follows the same logic
presented for optical frequency combs [6, 7, 21, 51] while accounting for the speci-
ficity of mechanical systems.

It is possible to define the comb generation threshold as the minimum neces-
sary amplitude and detuning for a given driven mode to undergo auto-parametric
conversion and generates sidebands that are (nearly) resonant with adjacent modes.

From the above definition, we base our threshold analysis on only three modes,
a driven mode (denoted as mode “0”), and two adjacent modes (denoted as “−”and
“+” respectively) as shown schematically in Fig. 7.1a, knowing that by adjacent we
mean nearby and not necessarily nearest. We further define:

⎧
⎨

⎩

�00
∼= �++ ∼= �−− ≡ �

�−0 = �0− ∼= �0+ = �+0 ≡ �

�+− = �−+ ≡ �

(7.13)

Since only mode “0” is driven, the right hand side of (7.12) is equated to zero for
modes “+” and “−”.

The summation corresponding to the nonlinear terms can be further simplified by
dropping all second order terms in A+ or A−, (7.12) now reads for the “+” and “−”
modes respectively:

{
Ȧ+ = −γ

2 A+ + i 6
8ω+

(
2
(
�2 + 2�2

)|A0|2A+ + (
�� + 2�2

)
A0A∗−A0ei
t

)

Ȧ− = −γ

2 A− + i 6
8ω−

(
2
(
�2 + 2�2

)|A0|2A− + (
�� + 2�2

)
A0A∗+A0ei
t

)

(7.14)

Fig. 7.1 Schematic representing the envelope of the driven mode “0”, the detuned drive force
“F(ω)”, the envelopes of the adjacent modes “+” and “−”, and the effect of dispersion Δ on
the generated sidebands B± (a). And in (b) schematic representation showing the necessity of
introducing the modified rotating frame B± to adjust the phonon energy
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where 
 = 2ω − ω+ − ω− = 2ω0 + 2δω0 − ω+ − ω− = 
0 + 2δω0, and 
0 is
a measure of dispersion, i.e., non-uniform spacing of adjacent modes, whereas δω0

denotes detuning.
In the above equation, the modal damping coefficients are assumed to take the

samevalue for allmodes, a very reasonable assumption for nearbymechanicalmodes.
Since A0 is directly driven, and below the autoparametric threshold the amplitudes
A+ and A− are negligibly small, thus A0 can simply be determined by solving the
classical Duffing equation [9]:

−δω2
0B0 + i

2
ω0γ B0 + 3

8
6�2|B0|2B0 = F0

2
(7.15)

where B0 = A0ei(ω0−ω)t , and |B0| = |A0| is a rotating frame transformation used to
remove the time dependence in the right hand side of (7.12).

At this point one more rotating reference frame transformation is undertaken
whereby the complex amplitudes B± are defined as B± = A±ei



2 t . Thus (7.14) now

reduces to:
{
Ḃ+ = −i 
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8ω+
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)
B∗
0 B+B∗

0

)

(7.16)

The introduction of the B± coordinates has for objective to eliminate any fre-
quency (energy) mismatch between the pump mode (phonons) and the sideband
modes (phonons) as shown schematically in Fig. 7.1b. Equation (7.16) represents
an autonomous system that is fully defined by the system parameters, the Jacobian
matrix of which is:

J =
[

−i 

2 − γ

2 + i6
4ω+

(
�2 + 2�2

)|B0|2 i6
8ω+

(
�� + 2�2

)
B2
0

−i6
8ω−
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B∗2
0 i 


2 − γ

2 − i6
4ω−

(
�2 + 2�2

)|B0|2
]

(7.17)

The mechanical Kerr comb generation requires that the eigenvalues (λ) of the
Jacobian matrix J have a positive real part, i.e. Re(λ) > 0. The threshold of instability,
i.e. comb generation, is Re(λ) = 0 which can be explicitly written as (note that in the
denominator we apply the approximation ω0

∼= ω+ ∼= ω−):
[

−
(

−
 + 3

ω0

(
�2 + 2�2)|B0|2

)2

+ 9

4ω2
0

(
�� + 2�2)2|B0|4

]

> γ 2 (7.18)
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7.2.3 Exploring Parameter Space

To determine where in the parameter space it is most promising to look for mechan-
ical frequency combs, it is first necessary to determine the main trends of how the
nonlinear terms �, �, and � scale with modal number and mode spacing.

Since for the above rotating frame analysis to be validwe needω �
, we consider
only largemode numbers, particularly evenmodes from 50 to 150, so that the spacing
between consecutive modes would be much smaller than the mode frequencies.

The coupling terms are calculated by numerically integrating the spatial deriva-
tives of the mode shapes, as explained in Sect. 7.2.1, the interaction matrix of which
is shown in Fig. 7.2a. Note that the diagonal terms of the figure represent�, whereas
off-diagonal terms represent �. It is clear that self- terms are much larger than cross-
terms, furthermore cross-interaction terms change very slowly with mode number as
can be seen for example from the line plot for the 100th mode shown in Fig. 7.2b.

Based on the result of these simulations we can approximate � ~ �, and knowing
that � � �, therefore it is possible to simplify expression (7.18) into:

[

−
(

−
 + 3

ω0
�2|B0|2

)2

+ 9

4ω2
0

(��)2|B0|4 − γ 2

]

> 0 (7.19)

Equation (7.19) indicates that for comb generation to take place, the nonlinear
(Duffing) detuning has to cancel the dispersion, i.e. ω0
 = 3�2|B0|2, and at the
same time the cross-Kerr term has to overcome damping, i.e. 3��|B0|2 = 2γ 2. The
threshold values for the amplitude of the pump mode A0 necessary to induce FWM
is determined by setting (7.19) to zero, resulting in the following quadratic equation:

Fig. 7.2 Calculation of �lm showing a strong self-interaction term compared to cross-interaction
for modes ranging from 50 to 100 (a). A plot of �l100 for mode number 100 showing 3 orders of
magnitude difference between self- and cross- Kerr terms (b)
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9

ω2
0

�2

(
�2

4
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)

|B0|4 + 6

ω0

�2|B0|2 − (


2 + γ2
) = 0 (7.20)

Thus the necessary amplitude for comb generation can be given as function of the
system parameters as:

|B0|2 =
2ω0

(
2
� ± √


2�2 + γ 2�2 − 4γ 2�2
)

3�
(
4�2 − �2

) (7.21)

The boundary of the comb generation area is limited by γ = 0, thus the pump
amplitude will need to always be contained between:

|B0|2 = 4ω0
(� ± �/2)

3�
(
4�2 − �2

) ∼= ω0


3�2
(1 ± �/2�) (7.22)

Because�/�≈ 10−3, (7.22) imposes stringent conditions on the pump amplitude,
since it needs to be within a very narrow range given by ∼ ω0


3�2

(
10−3

)
.

Furthermore, the necessary oscillation amplitude of the pump mode should not
fall within the unstable boundaries of the Duffing equation calculated from (7.15).
Now we express the boundaries of the region of instability of (7.15) as:

|B0|2 = 8δω2
0

27�2
(1 ± 1/2) (7.23)

And rewrite (7.22) as:

|B0|2 = ω0
0 + 2δω2
0

3�2
(1 ± �/2�) (7.24)

Equations (7.23) and (7.24) define the necessary amplitude-detuning space for
comb generation area and for the unstable amplitude solution, respectively. Several
important distinctions between the optics andmechanics cases are readily visible. For
one, in the optics case if 
0 = 0 then comb generation does not take place because
the slope of the comb generation area is identical to that of the Duffing unstable
solution [6]. This is not the case in mechanics, since for �/� � 1 the slope of the
comb generation space is quite different than that of the Duffing unstable regime.

A further important distinction between optical andmechanical frequency combs,
is that for the latter the calculated Duffing nonlinearity always takes on positive
values, i.e. �2 > 0. This does not change the anomalous dispersion case, i.e. 
0 < 0,
being the more promising case to achieve frequency comb generation as can be seen
in Fig. 7.3.
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Fig. 7.3 Combgeneration zone in amplitude-detuning parameter space shown in light blue shading,
the border of the unstable amplitude solution area is shown with the dashed red lines. Unlike optics,
comb generation can still take place if no dispersion exists, i.e. 
0 = 0, but requires frequency
detuning, i.e. δω0 
= 0. Comb generation also takes place if dispersion is introduced, i.e. 
0 
= 0,
but the situation with
0 < 0 is more promising.�/� is taken to be 0.2 to make the parameter space
more visible, in reality �/� is smaller than that

7.2.4 Effect of Internal Stresses on Comb Generation

When fabricating micro- and nanomechanical devices, a great deal of internal struc-
tural stresses are encountered that usually originate from the deposition techniques
used to produce the fine layering ofM/NEMS devices [40, 46]. Such internal stresses
can change drastically the behavior of a MEMS device by shifting its resonance fre-
quencies, and changing the mode shapes [31].

To account for such possibility we introduce an initial stress term in the dimen-
sionless Euler-Bernoulli equation (7.3) that now reads:

∂4y

∂x4
+ γ

∂y

∂t
+ ∂2y

∂t2
−

(

12N̄ + 6
1∫
0

(
∂y

∂x

)2

dx

)
∂2y

∂x2
= F (7.25)
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where N̄ is the normalized internal stress given as: N̄ = NL2

E Ah2 , whereN is the absolute
stress, note that for tensile stresses N is positive, and compressive stresses appear as
negative N. As done previously from hereon we drop the bars for convenience.

Here again the normal modes can be obtained from the homogenous Euler-
Bernoulli equation by solving:

d4ψ(x)

dx4
− 12N

d2ψ(x)

dx2
= ω2ψ(x) (7.26)

Whose mode shapes are expressed as [3, 62]:

ψn(x) = cos(λnx) − cosh(μnx) + cos(λn) − cosh(μn)

− sin(λn) + λn
μn

sinh(μn)
(sin(λnx) − sinh(μnx))

(7.27)

Where:
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(

μn

λn
− λn

μn

)
sinh(μn) sin(λn) − 1 = 0

(7.28)

Whereas the modal analysis procedure itself is not altered significantly by the
introduction of the initial tension term, the change to the modal shapes has a consid-
erable impact on the cross-Kerr coefficients.

This impact can be conceptually understood by considering that beam structures
under very high tensile stresses can be described as strings [64] where the fourth
order spatial derivative is dropped, and for such second order differential equation
the cross-Kerr terms are zero. Thus the more the structure is subjected to tensile
stresses the more the mode shapes resembles pure sinusoids, and the smaller the
cross-Kerr terms are. The impact of internal stress is demonstrated in Fig. 7.4 where
the terms �33, and �35 are shown as a function of normalized tension.

Thus, internal stresses (tension in particular) suppress the formation of frequency
combs, and inhomogeneous stresses most likely make it impossible.

7.3 Experimental Validation

The modal analysis performed so far has relied on the approximation that the fre-
quency spacing between the modes is much smaller than the frequency of the modes
themselves. If one desires such a condition to be true for simple Euler-Bernoulli
clamped-clamped beams, then the range of validity is restricted to high mode
numbers.
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Fig. 7.4 Effect of internal stress on the coupling parameters �35 and �33, showing that the cross-
Kerr term drops quickly as the normalized stress is increased. Note that for the small mode numbers
used here (modes 3 and 5) the ratio �/� ~ 10−1 which is 2 orders of magnitude larger than for
large mode numbers

Nevertheless, high mode numbers come with their own problems, most notably
the �/� ~ 10−3 ratio calculated in Sect. 7.2.3 for mode numbers from 50 to 150,
are particularly small, making the area for comb generation within parameter space
miniscule and difficult to achieve experimentally. Furthermore, very large mode
numbers are experimentally difficult to excite in an efficient manner.

This leads to a seemingly contradictory conclusion where to obtain a large �/�
ratio a low mode number is required whereas to maintain the approximation of 
 �
ω a high mode number is required.

A promising workaround consists in using mechanical Fabry-Perot like structures
[5, 25, 26, 28, 39]. These structures are in fact rectangular suspended plates, as shown
schematically in Fig. 7.5a, where one of the plate dimensions is much smaller than
the other, say length � width. Despite the plate equation being more cumbersome,
the nonlinear vibrations of a plate can be reduced to an equation similar to (7.10)
that governs the multimode nonlinear response of Euler-Bernoulli beams [8, 12, 53,
54, 57].

Unlike beams, plate geometry induces a cutoff frequency set by the smaller of the
two geometrical dimensions. The larger the length-to-width ratio of the mechanical
cavity is, the higher the cavity cutoff frequency and the closer the modes are to
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Fig. 7.5 Schematic representation of a mechanical Fabry-Perot cavity with length � width, show-
ing the suspended portion (in blue) and the periodically located etch holes (a). The measured
frequency response of a mechanical cavity having width = 20 μm, and length = 1 mm (b) clearly
showing the cutoff and bandgap. From the resonance frequencies shown in (b) it is possible to
extract the dispersion 
0 of the structure, which despite the scatter shows a negative value, cor-
responding to anomalous dispersion, after the cutoff and positive values, corresponding to normal
dispersion, nearing the bandgap (c)

each other. This is shown in the experimentally measured frequency response of a
piezoelectric AlGaAs/GaAs mechanical Fabry-Perot cavity with a width of 20 μm
and a length of 1 mm, Fig. 7.5b. Thus for a Fabry-Perot type mechanical cavity it
is possible to satisfy both the condition 
 � ω and the condition of a small modal
number simultaneously. In addition nonlinear response was demonstrated for such
structures [27], in the form of non-degenerate FWM under the effect of dual tone
drive.

Note that the microfabrication process necessitates to have periodically located
etch holes in the structures. These are simply small circular openings that allow the
chemical etching of the underlying material and thus the release and suspension of
the plate structure. The presence of such periodic lattice of holes induces bandgaps in
the frequency response of the cavity. The effects of the latter is to change the disper-
sion relation as the bandgap is approached, whereas the system exhibits anomalous
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dispersion after the cutoff, i.e.
0 < 0, the sign of dispersion changes as we approach
the bandgap. An effect that is visible in Fig. 7.5c for the experimentally obtained
values of 
0.

7.4 Conclusions

In summary this work demonstrated that starting from a generic description of a
beamlike mechanical MEMS structure, it is possible to derive through a modal anal-
ysis approach a governing equation that is qualitatively identical to that governing
optical frequency combs. Thereafter the possibility of generating mechanical fre-
quency combs was investigated in depth to determine the necessary experimental
conditions. The analysis performed led to a seemingly contradictory set of condi-
tions where on the one hand it required a large modal number for the approximations
made to hold, while on the other hand a large modal number gives an impractically
small area for comb generation.

A workaround was suggested to employ rectangular plate structures with a high
width to length ratio, these structures preserve the dynamics to a large extent while
alleviating the conditions on frequency separation. In addition the presence of a
periodic lattice in the suspendedmembrane induces bandgaps that also providemeans
for dispersion engineering.

Despite these early encouraging results, their remain several open question regard-
ing the scaling of nonlinear Kerr coefficients in a plate-like structure, and the exper-
imental difficulties in exciting sufficiently large amplitudes for multimodal mechan-
ical comb generation to take place.

Acknowledgements This work is partly supported by a MEXT Grant-in-Aid for Scientific
Research on Innovative Areas “Science of hybrid quantum systems” (Grant No. JP15H05869 and
JP15K21727).
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Chapter 8
Characterization of Rolling Element
Bearing Data Using the Gottwald
and Melbourne’s 0-1 Test and the
Hugichi Fractal Dimension

C. A. Kitio Kwuimy, T. Haj Mohamad and C. Nataraj

Abstract The paper considers the characterization of the data extracted from an
experimental model of rotor supported on rolling elements. A description of the
method is provided as well as an illustration using a standard dynamic map. The
0-1 test for chaos and the Higuchi dimension are shown to be effective tool in the
identification of chaotic behavior of the system bearing with and without faults.

8.1 Introduction

Time series analysis is generally referred to as the transformation of observed
dynamic data into insight for making better decisions [1]. The data extracted from
the behavior of dynamic systems can be non-periodic and eventually stochastic.
For specific applications these data need to be characterized and analyzed in order
to extract information about the system. Several methods have been used in vari-
ous branches of science including engineering, epidemiology, biology and finance
[2–7]. Traditional methods for time series in these domains include statistical analy-
sis and dynamic method which include methods in the time domain, methods in the
state space domain and methods in the frequency domain.

The most used frequency analysis method is the Fast Fourier Transform (FFT),
which is in fact a linear method based on the analysis of the spectrum of the frequen-
cies contained in the response of the system. For instance, a periodic system will be
completely described by its FFT while for a non-periodic or stochastic system, the

C. A. K. Kwuimy (B)
Department of Engineering Education, College of Engineering and Applied Science,
University of Cincinnati, Cincinnati, OH 45221, USA
e-mail: cedrick.kwuimy@uc.edu

T. . Haj Mohamad · C. Nataraj
Villanova Center for Analytics of Dynamic Systems (VCADS),
Villanova University, Villanova, PA 19085, USA
e-mail: thajmoha@villanova.edu

C. Nataraj
e-mail: c.nataraj@villanova.edu

© Springer Nature Singapore Pte Ltd. 2019
M. Belhaq (ed.), Topics in Nonlinear Mechanics and Physics,
Springer Proceedings in Physics 228, https://doi.org/10.1007/978-981-13-9463-8_8

159

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9463-8_8&domain=pdf
mailto:cedrick.kwuimy@uc.edu
mailto:thajmoha@villanova.edu
mailto:c.nataraj@villanova.edu
https://doi.org/10.1007/978-981-13-9463-8_8


160 C. A. K. Kwuimy et al.

broad-banded FFT will give limited information [5]. State space methods include all
methods developed in the state space of the system. These methods involve all state
variables of the system dynamics. The key point here is the necessity of the state
space, which in general (when one cannot obtain the measurement of the dynamics
variables of the system) needs to be reconstructed from one of the available mea-
surement. From a mathematical model, the state variable can be clearly identified
(by writing the flow) [3, 5–9]. State space methods include methods developed using
the state variables of the system. This includes the Lyapunov exponent, traditional
fractal dimensions such as the correlation dimension, and the method of recurrence
analysis. Although these methods have been widely used [2, 3, 5], the pitfall here is
that they require excessive computing in terms of reconstruction of the state space and
some of these methods (Lyapunov exponent for example) are very sensitive to noise
and require a certain level of advanced expertise from the user [3, 5, 10–12]. The
time domain methods which consist of a simple plot of the data as function of time.
Such plot provides preliminaries information about the nature (periodic, stochastic,
chaotic) of the data. Additionally, statistical measurement and fractal measurement
of the time response have been shown to provide reliable and efficient information
about the nonlinear nature of the system.

The latter is considered in this paper. We consider a machine fault simulator and
collect data for three conditions of the system (healthy, slightly defective and strongly
defective). The objective is to provide additional insight in the system response. In
fact, in previous contribution, we used statistical methods and methods of the state
space, namely the method of recurrence analysis for similar investigations [13–15].
Extensionwasmade to the detection and classification of faults. This paper is focused
on identification of chaotic response. The 0-1 test for chaos and the Higuchi’s fractal
dimension are used to analyze the time series. Themethods have been previously used
in various branches of science, including finance, engineering and biology [10–12,
15–20].

The paper is organized as follows. In Sect. 8.2, the description of the methods
is summarized and illustrations are given using the logistic map. In Sect. 8.3, data
from healthy and defective experimental systems are analyzed, periodic and chaotic
responses are considered. The last section is the conclusion.

8.2 Methods and Illustrations

8.2.1 The 0-1 Test for Chaos

The 0-1 test for chaos was developed by Gottwald and Melbourne [10–12] to dis-
tinguish between regular and chaotic dynamics in deterministic dynamical systems.
Rather than requiring phase space reconstructionwhich is necessary to apply standard
chaotic indicators such as the Lyapunov exponent, the test works directly with the
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time series and does not involve any preprocessing of the data. Since its development,
the test has found applications in a wide range of fields [10–12, 21–23].

Themethod is based on the estimation of a statistical parameter K which is used to
conclude on the periodic (K → 0) and chaotic (K → 1) nature of the a time signal.
To compute K from a time series

X = x(1), x(2), . . . x(N ) (8.1)

where N is the total number of data collected, the time series is projected into a plane
(p, q) defined as

p(n, c) =
n∑

j=1

x( j) cos jc

q(n, c) =
n∑

j=1

x( j) sin jc (8.2)

where n = 1, 2, .., N and c ∈ (0, 2π) is an arbitrary constant. The diffusive and non-
diffusive behavior of p(n, c) and q(n, c) are used to estimate K . For this end, the
adjusted mean-square displacement is estimated. It is given by [10–12]

D(n, c) = M(n, c) − �2 1 − cos nc

1 − cos c
(8.3)

where

M(n, c) = 1

N

N∑

j=1

[
�2

1 + �2
2

]
(8.4)

�1 = p(n + j, c) − p( j, c), �2 = q(n + j, c) − q( j, c) (8.5)

and

� = lim

N → ∞
1

N

N∑

j=1

φ( j) (8.6)

To ensure the limit N → ∞, in general the limitn ≤ N0 with N0 � N [10–12] (N0 =
N/20 in this paper) is considered. The second term in (8.3) is added to minimize
eventual fluctuation in M(n, c). For each values of c, the parameter Kc is estimated
as

Kc = cov (ζ, δ)√
var(ζ )var(δ)

(8.7)

where ζ = 1, 2, .., N0 and δ = D(c, 1), D(c, 2), ..D(c, N0). The final value of K
is estimated as the median of all Kc = f (c). The use of the median instead of the
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average value is justified by the fact that, it avoid large drift caused by possible
resonance in a specific value of c. See [10–12] for illustrations.

8.2.1.1 Higuchi Fractal Dimension

The Higuchi’s fractal dimension is a powerful fractal measurement of the structure
of data [16–18]. The specificity here is that, unless other fractal dimensions which
are estimated in the (reconstructed) state space, the Huguichi’s fractal dimension can
be computed from a single time series.

From the time series in (8.1), one can extract different short time series as

Xm
k = x(m), x(m + k), ...x

(
m +

⌈
n − m

k

⌉
k

)
(8.8)

where �.	 is the ceiling function. The length of the curve associated to each new time
series Xm

k is then computed as the sum of algebraic distances between consecutive
elements of the new time series, that is

Lm(k) =
� n−m

k 	∑

i=1

(x(m + ik) − x(m − (i − 1)k)) (8.9)

The dimension is computed using the following scaling relation

< L(k) >∝ k−D (8.10)

where < L(k) > is the average lengths of the segment used to measure the total
length of the time series at scale k, and L(k) is the normalized length defined as

Lm = N − 1⌈
n−m
k

⌉
k

� n−m
k 	∑

i=1

(x(m + ik) − x(m − (i − 1)k)) (8.11)

The Higuchi fractal dimension is then estimated as the slope of the least square linear
fit of 〈Ln (L(k))〉 = Ln (1/k).

8.2.2 Illustrations: The Logistic Map

We consider the well-known logistic map xn+1 = cxn(1 − xn), (c > 0) as illustration
of the affectivity of the 0-1 test and the Higuchi fractal dimension as tool to detect
chaos in dynamic systems. The logistic map shows a periodic behavior for c = 3.55
and a chaotic behavior for c = 3.99 as illustrated in Fig. 8.1. The signals xn extracted
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Fig. 8.1 State diagram of the logistic map. a Periodic response c = 3.55. b Chaotic response
c = 3.99

from the logistic map are analyzed using the 0-1 test and the Higuchi fractal dimen-
sion. TheHiguchi fractal dimension can reveal interesting information about the peri-
odic and chaotic nature of the system. Looking at Fig. 8.2a, one notices the presence
of down peaks. The appearance of these peaks are directly connected to the periodic-
ity of the response. In fact, the appearance of peaks is connected to the definition of
the subsets Xk

c . For a periodic signal of the form y(i) = ∑rmax
r=1 sin(rωr�t) where �t

is the sampling time and ωr = 2π/T the frequency, a peak (resonance) in the value
of Lm will be obtained for specific values of k since x(m + ik) − x(m − (i − 1)k)
are small (see 8.9). The Higuchi fractal dimension is for this reason used to detect
periodic components in time series [16–18].

For this example, one observes several families of peaks. The appearance of
multiple peaks is due to the fact that the system has a multiple periodic response.
In order to estimate the dimension H from the graph 〈Ln (L(k))〉 = Ln (1/k), we
interpolate the different sets of lower peaks (or upper peaks) and find the slope of
the corresponding lines (which are parallel). The slope is obtained as H = 2.03. It
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Fig. 8.2 Estimation of the Higuchi fractal dimension. a c = 3.55, H = 2.03. b c = 3.99, H =
2.002

is interesting to notice that the number of peaks can implies information about the
number of period in the response. By connecting the peaks of each family, one will
form a set of parallel straight lines which are parallel to the least square estimate
of the data. Thus the slope can be computed from either line. Repeating the same
observations for the Fig. 8.2b, one will find that chaotic response will correspond
to rmax → ∞. That is an infinite number of “resonance” leading to a “straight”
line. The slope (Higuchi dimension) is then obtained as H = 2.002. Thus, on a
graphical point of view, the Higuchi dimension can be used to discriminate between
periodic and chaotic responses. However, as reported in literature for experimental
data, the Higuchi fractal dimension can be affected by noise. Thus to complement the
analysis, we also use the 0-1 test (known to be more robust) to discriminate between
the dynamic responses of the system.
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for c = 3.55. b State response in the (p(n, π/5) and (q(n, π/5) space for c = 3.99. c Estimation
of K for the periodic and chaotic responses
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To compute the 0-1 test parameter k, 100 values of c are selected in the interval
[0, 2π ]. The auxiliary parameters p(c, n) and q(c, n) are then computed for each
value of c. Sample of such parameters are shown in Fig. 8.3a–b for c = π/5, and the
graph of Kc = f (c) is shown in Fig. 8.3c for both chaotic and periodic responses
of the logistic map. The plots in Fig. 8.3a–b are typical for periodic and chaotic
responses [10–12]. In Fig. 8.3, for the chaotic response, the median value is about
Kc = 0.96 and for periodic response it is about Kc = 0.01. However, one observes
resonance peaks for some values of c. The presence of these resonances can be
explained as in the previous section for the Higuchi dimension.

8.3 Detection of Chaotic Behavior in Bearings

8.3.1 The Experimental Setup and Data Collection

The machine fault simulator used as experimental setup is shown in Fig. 8.4. It
consists of a motor with a closed loop speed control connected to a shaft supported
on rolling element bearings. The span of the shaft is fixed but shafts of various
diameters can be used. The bearings are placed in the bearing casing and can be
easily replaced. The system can be loaded using a mass and balancing disks. A load
mass of 5 kg is used in this research. The balancing disk has two rows of screw
holes drilled near the edge into which different masses can be inserted to balance the
shaft. The whole system is supported on a solid base with dampers so that ambient
vibrations affecting the system are minimized. To provide more support, the setup
is placed on heavy cement blocks. The speed of the system is set using a computer
attached to the motor controller.

Figure8.5 shows the bearings with outer race defects. The value of the parameters
of the various components used in the experimental setup are listed in Table8.1. Data
are captured with three different bearings. Two of these bearings have an outer race
defect with different defect severity and one bearing does not have any defect. The
signals from the experimental setup are collected with a proximity probe placed at
the selected bearing.

8.3.2 Data Analysis and Evidence of Chaos

8.3.2.1 Periodic Response

By adjusting the rotor speed, the dynamics of the system is affected. As illustration,
the signal response of the Fig. 8.6a is obtained for a speed 40 rpm for the healthy
system. The horizontal axis represents the time while the vertical axis represent the
measured vibration of the system. The response of the system plotted in the space
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Fig. 8.4 Experimental setup

(p(n, c)q(n, c)) (with c = 1.2) as shown inFig. 8.6b. The obtained structure is typical
for periodic behavior. For c ∈ (1, 5), the values of K (c) are computed as described in
the previous section and plotted in Fig. 8.6c and the estimated median is deduced as
K = 0.0034. Thus, based on the 0-1 test for chaos, the systemhas a periodic response.
Repeating the procedure for the estimation of the Higuchi dimension, one obtains
the plot of Fig. 8.6d, showing a single down peak, signature of single periodicity in
the system response. The fractal dimension is obtained as H = 1.96. The dashed
line was obtained using standard linear curve fitting and the continued line was used
to connect the down peaks.
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Fig. 8.5 Outer race defects.
a Small defect. b Large
defect

(a)

(b)

Table 8.1 Parameters in the experimental setup

Parameters Values Parameters Values

Mass (shaft) 0.831 kg Mass (disk) 0.66 kg

Diameter (shaft) 0.016 m Diameter (disk) 0.152 m

Length (shaft) 0.35 m Length (disk) 0.016 m

I (shaft) 3.1179 × 10−9 m4 ID (disk) 0.0019 kgm2

Ip (shaft) 1.5588 × 10−9 m4 Ip (disk) 1.3101 × 10−5 m4

E (shaft) 200 N/m2 Diameter (rotation
element)

0.079 m

k (shaft) 6.616 × 105 N/m Mean diameter 0.335 m

Load mass 5 kg Contact angle 0◦

n (bearing constant) 1.5 Elasticity constant 1.8315 × 109 N/m

Inner race osculation 0.52 Outer race osculation 0.52

8.3.2.2 Chaotic Response

In this section, data are collected at speed 30 rpm for the healthy and defective
conditions. A sample of the data captured from the experimental setup is shown
in Fig. 8.7. In this figure, the first subplot is the vibration signal from a defect-free
system, the second subplot is the signal from a system with the smaller outer race
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Fig. 8.6 Characterization of a periodic response for healthy system. a Time response. b Response
in the (p(n, 1.2) and (q(n, 1.2) space. c Estimation of the 0-1 test. d Estimation of the Higuchi
fractal dimension
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Fig. 8.7 Sample response of
the system at 40 rpm.: The
first subplot corresponds to
signal from a defect-free
system, the second subplot
correspond to signal from a
system with the smaller outer
race defect and the third
subplot is the signal from a
system with the larger outer
race defect

defect and the third subplot is the signal from a system with the larger outer race
defect. Bearings with outer race defects have impulses excited by the rolling element
entering the defect.

The (p(n, c), q(n, c)) projection of the data are shown in Fig. 8.7 respectively
for the healthy system and the system with small and large defects. The diffusive
structure of the plot is clearly a signature of a non-periodic dynamics. For different
values of c, the global behavior of Fig. 8.8 is obtained and for this specific set of
parameters, the corresponding median is quite identical (K = 0.99) for the three
states of the system as shown in the figures (Fig. 8.9).

The graphs of Fig. 8.10 are obtained using the procedure described above for the
Higuchi dimension. The slopes are obtained respectively as H = 1.96 for the healthy
system, H = 1.81 and H = 1.95 for the system with small and large defects. The
figure also shows an extension of the procedure for different set of data corresponding
to rotor speed 50 and 10 rpm. The results are structurally characteristic of a non-
periodic response.

As studied in previous contributions [14], the structure of the time response of
the bearing can be quite complex. This complexity was initially captured through
the structure of the recurrence plots matrix and quantified using the so-called recur-
rence quantification parameters. The results obtained in this paper, provide a more
“simplistic” identification of chaos. The Higuchi dimension can be seen here as a
graphical tool (from which a quantification can be deduced) and it is complement
with the 0-1 test.
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small defect. c System with large defect
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8.4 Conclusion

The main objective of this work was to identify chaotic response of bearing system
with and without defects. Two methods were used. The 0-1 test for chaos and the
Higuchi fractal dimension. The first task was to describe the method and provide
an illustration using a well-known system, namely the discrete logistic equation.
Then, the second task was focussed on the applicability of the method in analyzing
experimental data extracted from a laboratorymodel of fault simulator. The collected
data were analyzed and the methods have been shown to be an effective tool for the
identification of chaotic behavior.

The results obtained in this paper are extensions of results obtained in other appli-
cations, where the 0-1 test and the Higuchi dimension were used either separably to
analyze experimental data. One key relevance of this work is the relative simplicity
of the methods and their robustness. Thus, it appears that these methods can be fur-
ther explored for the characterization of experimental data as well as fault analysis.
In fact, in these two applications, simpler and robust methods are always advanta-
geous (computational cost and robustness). Current investigations are carried out to
analyze the effects of noise and the dynamics of the system under various parameter
configurations.
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Chapter 9
Dynamical Response of a Planetary Gear
System with Faults Using Recurrence
Statistics

B. Ambrożkiewicz, Y. Guo, G. Litak and P. Wolszczak

Abstract Recurrence plots and recurrence plots quantification analysiswere applied
to the planetary gears system to identify faults in the system. In this chapter the recur-
rence rate parameter adopted in the gear fault detection is presented. It is indicated
in terms of recurrence statistics that the response of the gears system with faults is
more periodic. This is caused by selected harmonics which are more pronounced in
system with faults. Usefulness of other recurrence parameters is also discussed.

9.1 Introduction

Planetary gear systems are frequently used in modern machines torque and momen-
tum transfer [7]. Generally, due to the backlash phenomenon in gears boxes these
systems are highly nonlinear [1, 4, 8]. Dynamics of gear boxes with faults was
investigated in many simulations and experiments [7]. The main evidence of faults
appeared to be related to increase of nonlinearities through the meshing stiffness of
tooth deformations [5, 6, 8].

Planetary gear boxes show unique behaviors comparing to fixed-axis gear boxes
which significantly influence possible fault diagnosis methods. Here, the vibration
transmission path is time-varying causing difficulties to detect localized gear faults
of planetary gear boxes. Damages in a planet or a sun gear often cause catastrophic
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failures to the composite rotating machinery [2]. However, the epicyclic motion of
planet gears andmulti-meshingmake gear faults detection of planetary gear setsmore
difficult. In the present chapter, the recurrence approach to distinguish dynamics of
healthy and failure gearbox is applied [3, 9, 10].

9.2 Experimental Setup and Measurement Procedure

A planetary transmission typically consists of a sun gear, a ring gear, a planet carrier
and several planet gears. Starting from a ring gear fixed planetary transmission, the
sun gear rotates around its center. Planet gears rotate around their own center, and also
revolve around the sun gear and held together by the carrier. All planetary gears are
meshedwith the sun gear and the ring gear at the same time. For conditionmonitoring,
an accelerometer is mounted on the ring gear. Generally, vibration transmission paths
to the transducer are multiplied. However, all the paths are time-varying due to the
epicyclicmotion of planet gears. In addition, the localized gear faults related vibration
are usually too weak to expose the corresponding characteristic frequency lines by
performing vibration analysis directly. This is because the picked up vibrations are
rich in strong components frommulti-meshing sources in the planetary gearbox. The
test rig photo of our system is presented in Fig. 9.1.

Supposing a planet gear fault as a carrier single tooth crack, the local vibration
signal is propagated during revolution of the carrier. Namely, different teeth on the
planet gear mesh with teeth of the ring gear in a specific sequence. The Fig. 9.2
shows the representative time series for healthy and fault gear box responses. In that
figure one can distinguish a characteristic modulation (envelop) in the faulty gear box
response (Fig. 9.2b), while the time series of the healthy gear box is more uniform
where the existing modulations are weaker and unpredictable.

This more periodic tendency in cracked gear system is also visible in Fig. 9.3a and
b where the Fourier spectra are plotted for healthy and faulty gear box responses,
respectively. In Fig. 9.3b many additional harmonics (sub and super-harmonics)
are showed transparently. This effect is generally related to the increasing role of

Fig. 9.1 Experimental
setup: the single-stage
planetary gearbox
transmission (type: 2K–H).
The consecutive numbers
indicates, eddy probe (1),
piezoelectric accelerometers
(2–4)
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Fig. 9.2 Experimental time series for healthy (a) and fault (b) gears responses. The characteristic
standard deviations σ = 0.1584 for the healthy gearbox and σ = 2924 for the faulty one

nonlinearities in the faulty system dynamical responses. Overall, the system seems
to behave more periodically. Consequently, the phases of consecutive harmonics are
correlated. As the Fourier transform does not take into account the corresponding
phases of above mentioned harmonics we propose the method of recurrence plots
which is sensitive to them in the next section.
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Fig. 9.3 Fourier spectra for healthy (a) and fault (b) gears responses (respective to Fig. 9.2)

9.3 Recurrence Analysis

One of promising methods used for diagnostics of dynamical systems is the applica-
tion of recurrence plots and its statistical extension on recurrence quantifications [11,
12]. This has been already used to rotary systems by Litak et al. [3, 9]. Simulation
or experimental output data of acceleration from nonlinear dynamical system can be
studied by analysis of its phase space trajectories. Typically, the dynamical state of
each considered system can be described by the discrete time delay vector

yi = [
yi , yi−�, yi−2�, . . . , yi−(M−1)�

]
, (9.1)

where M denotes embedding dimension and Δ corresponds to time delay in the
signal sampling (the sampling frequency for acceleration signal was 51.2 kHz). To
obtain such values, Cross Recurrence Toolbox introduced byMarwan [13] was used.
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For analysis of healthy and damaged planetary gear system, signals consisted of
500 samples were taken for consideration. Then the time delay Δi was determined
for both states as 2, basing on first minimum in the average mutual information. To
obtain embedding dimension M, time delay number was used and determined value
ofM for both states was equal to 3. For this false nearest neighbours (FNN) approach
was applied.

Next, recurrence plot is reconstructed from the distance matrix Rwith its element
Rij calculated as follows (see [12])

Ri j = H
(
ε − ∥

∥xi − x j

∥
∥)

, (9.2)

where ε is the threshold value and H is the Heaviside step function. Obtained distance
matrix consists of zeros and ones corresponding to the state of the system (1—
recurrence, 0—no recurrence).

The next step of system analysis was application of several main recurrence quan-
tity tools such as recurrence rate (RR), determinism (DET) and the length of the
longest diagonal (L).

First of the above mentioned quantificators, RR is expressing the ratio between
recurrence points and all other points appearing on the graph:

RR = 1

N 2

N∑

i, j=1

Ri, j for |i − j | ≥ 1 (9.3)

It also determines the fraction of recurrences in a recurrence plot and is the prob-
ability that the system will recur.

Another important recurrence quantification is determinism (DET) related with
the predictability of the dynamical system. A quantity of determinism is calculated
as follows:

DET =

n∑

l=lmin
l P(l)

n∑

l=1
l P(l)

(9.4)

where P(l) is a histogram of diagonal lines of the length l and the minimum length of
lines is defined by lmin = 2. Large number of determinism denotes that the system is
more predictable with diagonal lines in recurrence plot. Any another parallel line to
themain diagonal in recurrence plot can be considered as a recurrence of two different
states of the system for the time equal to the length of the line. System analysis was
started with the above recurrence quantificators. All results are shown in standard
deviation units for considered signal fragments in Fig. 9.4, 9.5, 9.6 for RR, DET,
and lengths of next longest diagonal to main one, respectively. The above mentioned
recurrence parameters are plotted against ε. Interestingly, in all the cases the cracked
case was characterized by higher value. On recurrence rate plot it is clearly visible



182 B. Ambrożkiewicz et al.

Fig. 9.4 The recurrence rate (RR) versus ε for planetary gear system states

Fig. 9.5 The determinism (DET) versus ε for planetary gear system states

that obtained lines for both states of planetary gear systems are separating from ε

= 0.5. Choosing ε for recurrence plot is crucial for showing the difference between
states on recurrence plots on an equal footing.

To illustrate the differences between particular dynamical responses we provide
the corresponding recurrence plots for the signals. They are presented for selected
values of ε, (a) ε = 0.22 and (b) ε = 0.42 where there was the maximum separation
of RR lines divided by standard deviation of each signal and (c) and (d) with respect
to the universal value of ε = 1.

Here, the fragments of the dynamic system trajectories embedded in recovered
space run back to the same area providing a recurrence point represented by a black
point on the recurrence plot (Fig. 9.7). Such points are located in 2D space spanned
on the discretized time. In Fig. 9.7a and b areas with long diagonal lines character-
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Fig. 9.6 The length of the longest diagonal (L) versus ε for planetary gear system states

Fig. 9.7 Recurrence plots for considered signals will be presented for different values of ε, a, b ε

= 0.22 and c, d ε = 0.42. a, c correspond to healthy while b, d to cracled systems
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istic of stationary and periodic dynamical systems are not clearly visible. Whereas,
isolated small areas can be seen. They are caused by non-periodic behaviour of the
system. Additional vertical or/and horizontal modulation indicate presence of inter-
mittences. While in the Fig. 9.7a–c, fairly small structures are present. In Fig. 9.7d
larger diagonal structures are emerging as lines. Lines occurrence signal automati-
cally increasing periodicity in observed phenomenon. Distances between diagonal
structures in Fig. 9.7d undergo small fluctuations, which means a quasi- or multi-
periodicity. Their presence explain the damage to the tooth, which increases nonlin-
earity and consequently causes the occurrence of periodicity in the measured signal.
This periodicity is also visible in the FFT (Fig. 9.3b). Finally, Fig. 9.7d shows that
the pattern has a more regular character indicating the presence of damage.

9.4 Conclusion

The study concerned the problem of gear fault detection. The vibration signal of
the gear is time-varying causing difficulties to detect gear faults of planetary gear
boxes. The signal of cracked gears contains many additional harmonics (sub and
super-harmonics) and seems to behave more periodically comparing to the case of
gear without tooth crack. As the Fourier transform does not take into account the
corresponding phases of harmonics the method of recurrence plots is proposed. The
recurrence rate parameter is adopted in the analysis of the response of the gears
system with faults. Other parameter as determinism and longest diagonal line also
provide useful information. Basing on the recurrence parameters cracked and healthy
systems were distinguished. Here, due to the backlash phenomenon the gears boxes
system becomes more nonlinear which make the system more predictable with more
clear structure of diagonal lines in the recurrence plot.
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Chapter 10
Analytical Approach to a Two-Module
Vibro-Impact System

Pawel Fritzkowski, Roman Starosta and Jan Awrejcewicz

Abstract A mechanical system composed of two weakly coupled vibro-impact
modules under harmonic excitation is considered. The mathematical model of the
system is presented in a non-dimensional form. The analytical approach based on the
combination of the multiple scales method and the saw-tooth function is employed.
The periodic responses of the system with two impacts per cycle near 1:1 reso-
nance are studied. The results have semi-analytical character. Stability of the periodic
motions is evaluated. In the unstable case, occurrence of a different response regime
is shown: the strongly modulated response. The analytical predictions are compared
with purely numerical results.

10.1 Introduction

Vibro-impact processes arise in many areas of physical science and engineering.
Computational analysis and understanding of the mechanical systems in which sys-
tematic collisions occur requires specific approaches and tools. From the theoret-
ical point of view, the vibro-impact systems, even the simplest ones, are strongly
nonlinear. Their non-smooth dynamics and complex behaviours make it practically
impossible to formulate general analytical solutions or strategies.

Many approximate analytical methods suitable for nonlinear dynamical systems
have evolved from the classical perturbation approach. Therefore, their applicability
is usually limited to weakly nonlinear problems [1, 2]. However, over past decades,
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© Springer Nature Singapore Pte Ltd. 2019
M. Belhaq (ed.), Topics in Nonlinear Mechanics and Physics,
Springer Proceedings in Physics 228, https://doi.org/10.1007/978-981-13-9463-8_10

187

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9463-8_10&domain=pdf
mailto:pawel.fritzkowski@put.poznan.pl
https://doi.org/10.1007/978-981-13-9463-8_10


188 P. Fritzkowski et al.

a number of analytical techniques have been developed to cope with vibro-impact
models, e.g. the power-law phenomenological modeling [3], the Ivanov non-smooth
coordinate transformation [3], the non-smooth temporal transformation (NSTT) [3–
5], the concept of impact modes [6].

In particular, a combination of the multiple scales method with a saw-tooth func-
tion has been recently applied to the systems including vibro-impact nonlinear energy
sink (VI NES) [7–12]. Such problems are strictly connected with the increasingly
extensive studies on targeted energy transfer (TET) and energy harvesting [13]. How-
ever, this analytical approach has been used to relatively simple systems (two degrees
of freedom: one primary oscillator and one impacting particle).

In what follows, a more complicated mechanical system is considered. It consists
of two weakly coupled vibro-impact modules under harmonic forces. The main
aim of this chapter is to present the applicability of the abovementioned method to
the four-degree-of-freedom system. The response of the system in the case of 1:1
resonance is studied, and the effect of selected model parameters on the dynamics is
analyzed.

10.2 Mechanical System and Mathematical Model

Consider a two-module system schematically illustrated in Fig. 10.1. Each module
consists of two interacting parts: a primary body (box) of mass M , and a particle of
massm, moving freely in a straight cavity. Basically, the boxes themselves are linear
oscillators (LO) with viscous damping and harmonic excitation. The stiffness con-
stants of linear springs and the damping coefficients are denoted by ki and ci , respec-
tively (i = 1, 2). The external forces, in turn, take the form Fi (t) = Fi0 sin(ωi t).
The modules are interconnected by a linear spring and damper (k12 and c12).

Mass of the balls is assumed to be relatively small (M � m). Impacts between the
particles and the boxes are characterized by the restitution coefficient, κ. We focus
on the case of imperfectly elastic collisions (0 < κ < 1). Moreover, the coupling
between the two modules is supposed to be weak (k12 � k1, k2 and c12 � c1, c2).
Friction and any other resistance forces in the system are neglected.

c1 c2c12

F1( )t F2( )t

k1 k2k12

x1

y1 y2

x2

M M

m m

Fig. 10.1 The vibro-impact system to be considered
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A single-module system of this type was analyzed by Gendelman [7] as well as
Gendelman and Alloni [8]. The analytical approach proposed in these papers has
been adpoted and used in our studies.

In recent years, different configurations of primary structures andNESs have been
investigated analytically, numerically as well experimentally, and the researches are
not of a purely theoretical nature. Particularly, VI NESs are simple in construc-
tion and have been found to be very efficient devices with the capacity for rapid
energy absorption. Thus, they can be used to suppress shock effects, e.g. in struc-
tures under seismic vibrations or in vehicles during collisions [13]. The presented
studies, focused on various response regimes and stability of analytical solutions, are
the first step, and can be followed by optimization of the VI NES to obtain the most
efficient response regime.

Let xi and yi denote the absolute displacements of the primary bodies and the balls
(−L � yi � L , see Fig. 10.2). Using these variables as the generalized coordinates,
we can write the equations of motion of the four-degree-of-freedom system between
impacts (for |xi − yi | < L) as:

Mẍ1 + c1 ẋ1 + k1x1 − c12(ẋ2 − ẋ1) − k12(x2 − x1) = F10 sin(ω1t)

mÿ1 = 0

Mẍ2 + c2 ẋ2 + k2x2 + c12(ẋ2 − ẋ1) + k12(x2 − x1) = F20 sin(ω2t)

mÿ2 = 0

(10.1)

We assume that the duration of the box-ball collision is very short, and the classical
approach can be applied: the simplest impact law (Newton’s restitution rule) together
with the law of conservation of linear momentum [14, 15].

Let us introduce the dimensionless time and displacements:

τ = ω10t, ω2
10 = k1

M
, Xi = xi

L
, Yi = yi

L

Fig. 10.2 A single module
of the system and the
characteristic dimension

Fi( )t xi

yi

M
m

L L
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Taking into account the mentioned standard description of impacts, equations of
motion (10.1) can be reformulated and written in the non-dimensional form:

Ẍ1 + γ1 Ẋ1 + X1 − γ12(Ẋ2 − Ẋ1) − α12(X2 − X1) =

= −ε
1 + κ

1 + ε

∑

j

(Ẋ−
1 − Ẏ−

1 )δ(τ − τ j ) + f10 sin(Ω1τ )

εŸ1 = ε
1 + κ

1 + ε

∑

j

(Ẋ−
1 − Ẏ−

1 )δ(τ − τ j )

Ẍ2 + γ2 Ẋ2 + Ω2
20X2 + γ12(Ẋ2 − Ẋ1) + α12(X2 − X1) =

= −ε
1 + κ

1 + ε

∑

j

(Ẋ−
2 − Ẏ−

2 )δ(τ − τ j ) + f20 sin(Ω2τ )

εŸ2 = ε
1 + κ

1 + ε

∑

j

(Ẋ−
2 − Ẏ−

2 )δ(τ − τ j )

(10.2)

where

ε = m

M
, Ω2

20 = k2
Mω2

10

, γ1 = c1
Mω10

, γ2 = c2
Mω10

,

α12 = k12
Mω2

10

, γ12 = c12
Mω10

, Ωi = ωi

ω10
, fi0 = Fi0

MLω2
10

.

Obviously, now the overdots denote differentiation with respect to τ . Moreover, δ(•)

stands for the Dirac delta function, τ j is the time instance of the j th impact (for
|Xi − Yi | = 1), and Ẋ−

i , Ẏ
−
i are the velocities immediately before the impact. The

sums on the right-hand sides of (10.2) come just from the simple impact model and
correspond to the momenta transferred to/from the primary oscillators in consecutive
impacts (e.g. see [7, 8]).

For the convenience of further analytical studies, the following new coordinates
are defined:

Ui = Xi + εYi , Wi = Xi − Yi (i = 1, 2)

Using these relations in (10.2), we get
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Ü1 + γ1
U̇1 + εẆ1

1 + ε
+ U1 + εW1

1 + ε
+ γ12

U̇1 + εẆ1

1 + ε
+ α12

U1 + εW1

1 + ε
+

− γ12
U̇2 + εẆ2

1 + ε
− α12

U2 + εW2

1 + ε
= f10 sin(Ω1τ )

Ẅ1 + γ1
U̇1 + εẆ1

1 + ε
+ U1 + εW1

1 + ε
+ γ12

U̇1 + εẆ1

1 + ε
+ α12

U1 + εW1

1 + ε
+

− γ12
U̇2 + εẆ2

1 + ε
− α12

U2 + εW2

1 + ε
=

= −(1 + κ)
∑

j

Ẇ−
1 δ(τ − τ j ) + f20 sin(Ω2τ )

Ü2 + γ2
U̇2 + εẆ2

1 + ε
+ Ω2

20
U2 + εW2

1 + ε
+ γ12

U̇2 + εẆ2

1 + ε
+ α12

U2 + εW2

1 + ε
+

− γ12
U̇1 + εẆ1

1 + ε
− α12

U1 + εW1

1 + ε
= f20 sin(Ω2τ )

Ẅ2 + γ2
U̇2 + εẆ2

1 + ε
+ Ω2

20
U2 + εW2

1 + ε
+ γ12

U̇2 + εẆ2

1 + ε
+ α12

U2 + εW2

1 + ε
+

− γ12
U̇1 + εẆ1

1 + ε
− α12

U1 + εW1

1 + ε
=

= −(1 + κ)
∑

j

Ẇ−
2 δ(τ − τ j ) + f20 sin(Ω2τ )

(10.3)

As can be seen, the left-hand sides of all the equations are more complicated now.
However, the impact-related sums are present only in the differential equations cor-
responding to variables Wi .

10.3 Analytical Treatment of the Problem

In the approximate analytical approach to the problem, the mass ratio plays a role
of the small parameter (ε � 1). From the physical viewpoint, some factors within
the system are assumed to be weak, and the following parameters are formally intro-
duced:

γi = εγ̂i , α12 = εα̂12, γ12 = εγ̂12, fi0 = ε f̂i0. (10.4)

Moreover, we focus on the most common type of motion studied in the field of
vibro-impact systems, i.e. periodic oscillations with two impacts per cycle, near 1:1
resonance. Let us describe the proximity of Ω20 and Ω1, Ω2 to the natural frequency
(normalized to unity) of the first LO by

Ω2
20 = 1 + σ20, Ω1 = Ω2 = 1 + σe, (10.5)
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Fig. 10.3 The saw-tooth
function used as a part of the
solution Wi0

where the detuning parameters can be expressed as

σ20 = εσ̂20, σe = εσ̂e. (10.6)

In the following analysis, the method of multiple scales is employed [1, 2]. Two
time scales are used:

τk = εkτ , k = 0, 1

and the solution of the problem is approximated by

Ui = Ui0(τ0, τ1) + εUi1(τ0, τ1), Wi = Wi0(τ0, τ1) + εWi1(τ0, τ1). (10.7)

Substituting expansions (10.7), frequencies (10.5) with (10.6), and parameters
(10.4) into (10.3), and then equating coefficients of order ε0, we obtain

D2
0Ui0 +Ui0 = 0,

D2
0Wi0 = −(1 + κ)

∑

j

D0W
−
i0δ(τ0 − τ0 j ) −Ui0,

(10.8)

where Dn
k = ∂n/∂τ n

k . For the first equation, the solution is simply

Ui0 = Bi (τ1) sin(τ0 + φi (τ1)). (10.9)

In the second case, in turn, we assume that

Wi0 = Bi (τ1) sin(τ0 + φi (τ1)) + Zi (τ0, τ1), (10.10)

where Zi is the saw-tooth function

Zi (τ0, τ1) = 2

π
Ci (τ1) arcsin[cos(τ0 − θi (τ1))] (10.11)

which describes the non-smooth nature of the motion due to impacts that occur at
τ0 j = jπ + θi for j = 0, 1, 2, . . .. This specific part of the solution for constant Ci

and θi is presented graphically in Fig. 10.3.
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In order to determine relations between Bi and Ci , we analyze the impact con-
ditions. Firstly, it is assumed that Wi = ±1 for τ0 j = jπ + θi . Taking into account
(10.10), we get

Bi sin(θi + φi ) + Ci = 1 (10.12)

Secondly, inserting solution (10.10) to the second equation of (10.8) leads to

∂2Zi

∂τ 2
0

+ (1 + κ)
∑

j

[
Bi cos(τ0 + φi ) + ∂Z−

i

∂τ0

]
δ(τ0 − τ0 j ) = 0. (10.13)

After integration of this equation over a small time interval around τ0 = θi , we obtain:

− 4

π
Ci + (1 + κ)

[
Bi cos(θi + φi ) + 2

π
Ci

]
= 0. (10.14)

A combination of (10.12) and (10.14) gives the following relation between the slow-
time-scale variables:

Ci =
1 ±

√
(1 + ρ2)B2

i − ρ2

1 + ρ2
, ρ = 2(1 − κ)

π(1 + κ)
(10.15)

or alternatively
B2
i = 1 − 2Ci + (1 + ρ2)C2

i . (10.16)

The equations define the so called slow invariant manifold (SIM) of the problem for
the case of 1:1 resonance. Furthermore, the phase angles, φi and θi , are specified by
the formulas:

sin(θi + φi ) = 1 − Ci

Bi
, cos(θi + φi ) = ρCi

Bi
. (10.17)

In order to find the fixed points and observe the evolution of the system on the
SIM, the equations related to Ui at the higher order of approximation (ε1) are used
(due to their complexity they are not presented in the full form):

D2
0U11 +U11 = g1(τ0, U10, W10, U20),

D2
0U21 +U21 = g2(τ0, U20, W20, U10).

(10.18)

The functions Zi included on the right hand sides, gi , can be expanded into a Fourier
series (with respect to τ0):

Zi = 8

π2
Ci

∞∑

n=1, 3, 5

1

n2
cos[n(τ0 − θi )] (10.19)
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Next, elimination of secular terms provides the solvability conditions, i.e. the system
of differential equations for the amplitudes and phases:

D1B1 = hB1(τ1, B1, φ1, B2, φ2, C1, θ1),

D1φ1 = hφ1(τ1, B1, φ1, B2, φ2, C1, θ1),

D1B2 = hB2(τ1, B1, φ1, B2, φ2, C2, θ2),

D1φ2 = hφ2(τ1, B1, φ1, B2, φ2, C2, θ2).

(10.20)

To transform (10.20) into an autonomous system, we use relations (10.17) and put

ψ1 = σ̂eτ1 − φ1, ψ2 = σ̂eτ1 − φ2. (10.21)

Consequently, we obtain

D1B1 = h∗
B1(B1, ψ1, B2, ψ2, C1),

D1ψ1 = h∗
ψ1(B1, ψ1, B2, ψ2, C1),

D1B2 = h∗
B2(B1, ψ1, B2, ψ2, C2),

D1ψ2 = h∗
ψ2(B1, ψ1, B2, ψ2, C2).

(10.22)

The steady-state motions correspond to the solutions of the algebraic system

h∗
B1 = 0, h∗

ψ1 = 0, h∗
B2 = 0, h∗

ψ2 = 0. (10.23)

Finally, determining sinψi , cosψi and sin(ψ2 − ψ1), cos(ψ2 − ψ1) appearing in
(10.23), and using elementary trigonometric identities, we can eliminate ψi and
arrive at the rational equations in which Bi , Ci are the only unknowns:

h1(B1, C1, B2, C2) = 0, h2(B1, C1, B2, C2) = 0. (10.24)

Solving these equations together with (10.16), we can find the fixed points of the
slow flow.

The SIM, that is the curve Bi (Ci ), is shown in Fig. 10.4. The minimal allowable
(real) value of Bi and the corresponding value of Ci are given by

Bmin = ρ√
1 + ρ2

, Cmin = 1

1 + ρ2
(10.25)

A careful analysis of the function Wi0(τ0, τ1) leads to the conclusion that non-
degenerate solutions, i.e. the ones that do not violate the no-penetration condition
(|Wi0| � 1 for all τ0), exist for Ci ≥ 0.

Moreover, the curve Bi (Ci ) can be divided into two branches: one is stable and
the other is unstable. Stability of periodic motions can be studied by means of the
techniqueproposedbyMasri [16] and adopted, for example, in [17, 18]. The approach
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Fig. 10.4 SIM of the system
for κ = 0.65: the stable
branch (bold solid) and the
unstable branch (dashed);
dotted line depicts the Bmin
level
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Fig. 10.5 Stable (shaded)
and unstable (white) regions
for the vibro-impact system;
dotted line depicts the
Cmin(κ) curve
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allows one to analyze the propagation of small perturbations in the original periodic
motion. More precisely, one can evaluate the effect of small variation of the steady-
state values (displacement and velocity) just after an impact, (Δ1θ

+
i , Δ1Ẇ

+
i ), on

the instants of subsequent collisions and the resulting variation in the displacement
and velocity, i.e. (Δ jθ

+
i , Δ j Ẇ

+
i ) with j = 2, 3, . . .. More detailed discussion of the

technique goes beyond the scope of this paper. Such an analysis conducted for the
considered system leads to the following condition for the existence of asymptotically
stable periodic motions:

Ci >
4

4 + πρ
. (10.26)

The stability region on the plane (κ, Ci ) is presented in Fig. 10.5. As can be seen, the
right arm (Ci > Cmin) of the hyperbola Bi (Ci ) belongs entirely to the stable branch,
which additionally contains a short piece of the left arm (Ci < Cmin).

10.4 Analytical-Numerical Results

The results presented belowhave an analytical-numerical character. Firstly, due to the
complexity of the system of algebraic equations (10.16)–(10.24), the fixed points of
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Fig. 10.6 Fixed points of the system: a unstable, b stable, c stable. Results obtained for f̂10 =
f̂20 = 1

the slow flow are searched numerically. Secondly, the theoretically predicted steady-
state responses of the system are compared to the purely numerical solutions, i.e.
the results obtained by a direct numerical integration of (10.1). All the numerical
experiments are performed for the following set of dimensionless parameters:

ε = 0.1, κ = 0.65, α̂12 = 1,

γ̂1 = γ̂2 = γ̂12 = 0.2, σ̂20 = 0.5, σ̂e = 0.2.

Values of the excitation amplitudes will be altered.
Let us start with identical amplitudes of two forces: f̂10 = f̂20 = 1. Three fixed

points existing in this case are illustrated in Fig. 10.6. More precisely, the projection
of the fixed points on the (Ci , Bi ) planes are represented by black circles. The
projection on the (C1, B1) plane located on the left arm of the SIM (see Fig. 10.6a)
indicates that the corresponding fixed point is unstable; the next two ones are stable.

The theoretically predicted steady-state response of the system (two impacts per
cycle) for the stable fixed point (c) is presented in Fig. 10.7. The absolute displace-
ments of the primary oscillators and the coordinatesUi are marked in grey while the
absolute and relative displacements of the particles are shown in black lines. Simi-
lar results can be obtained numerically. Needless to say, in a dynamic simulation, a
long-term behaviour of the system must be analyzed to omit any transient motion.
As an example, the purely numerical solutions W2 and X2 are given in Fig. 10.8.
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Fig. 10.7 Steady-state response of the system – fixed point (c): Ui , Xi (grey) and Wi , Yi (black).
Results obtained for f̂10 = f̂20 = 1

(b)

(a)

Fig. 10.8 Steady-state response of the system: a displacement of the second box, b relative dis-
placement of the particle. Numerical solution obtained for f̂10 = f̂20 = 1

The grey squares appearing in Fig. 10.6 are related to singular points. Let P1 =
(C∗

1 , B∗
1 ) and P2 = (C∗

2 , B∗
2 ) be the projections of a fixed point onto (C1, B1) and

(C2, B2) planes, respectively. By S1 we denote a point on (C1, B1) corresponding
to a singularity of h1 and h2 in (10.24) at C2 = C∗

2 and B2 = B∗
2 . Analogously, S2

on the (C2, B2) plane comes from a singularity of h1 and h2 when C1 = C∗
1 and

B1 = B∗
1 . Obviously, locations of P1, P2 and S1, S2 on the SIM projections change
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(a) (b) (c)

Fig. 10.9 Fixed points of the system: a unstable, b unstable, c stable. Results obtained for f̂10 = 1,
f̂20 = 0.89

with varying values of some parameters. However, if Pi gets closer to Si , the fixed
point becomes a singular point, potentially associated to a bifurcation.

Now, let us decrease one of the excitation amplitudes. For f̂20 = 0.89, there are
still three fixed points (see Fig. 10.9), but only one of them turns out to be stable. As
can be seen from a comparison of all cases in Figs. 10.6 and 10.9, the projections P1
and P2 move along the SIM-related curves from right to left. Particularly, projections
of the stable fixed points move down the right branch of the SIM.

As the last example, let us consider the case when both the excitation amplitudes
are decreased up to 0.5. In such a case only one fixed point exists. Its projections on
the (Ci , Bi ) planes as well as the corresponding steady-state response are presented
in Fig. 10.10. However, since P1 and P2 are located on the left branch of the SIM, the
fixed point is unstable. The only possible behaviour for the system is the so called
strongly modulated response (SMR). Thus, the analytical periodic solution has no
practical importance. The actual motion of the system can be observed by means of
numerical simulations. As can be seen from Fig. 10.11, in the relative displacement
of a particle we can distinguish intervals of resonant motion divided by relatively
short, irregular non-resonant behaviour. The primary oscillators, in turn, undergoe the
characteristic beating-like motion, i.e. large modulations of the vibration amplitudes.

To sum up, when treating the forces amplitudes as the control parameters, we
can observe a series of changes in the location of fixed points on the SIM and their
stability. By decreasing the amplitudes, we can lead to the case when no stable fixed
points exist, and the mechanical system exhibits strongly modulated response that
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Fig. 10.10 Fixed point (unstable) and the theoretical response of the system:Ui , Xi (grey) andWi ,
Yi (black). Results obtained for f̂10 = f̂20 = 0.5
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Fig. 10.11 Stronglymodulated response of the system: a displacement of the second box, b relative
displacement of the particle. Numerical solution obtained for f̂10 = f̂20 = 0.5
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may be advantageous for potential energy harvesting applications [8, 13]. Analysis
of the interplay between various model parameters goes beyond the scope of this
paper.

10.5 Conclusions

The four-degree-of-freedom system composed of two weakly coupled vibro-impact
modules under harmonic forces has been considered. The analytical approach based
on the multiple scales method combined with the saw-tooth impact modelling has
been adopted and used. The response of the system with two impacts per cycle near
1:1 resonance has been studied.

The applied technique can provide semi-analytical periodic solutions, and is useful
in assessing stability of the solutions. It should be noticed that this approach does
not require the restitution coefficient to be close to unity. Validity of the analytical
predictions has been examined by numerical experiments.

Naturally, such a mechanical system can undergo complex behaviours, and many
interesting problems may be studied in detail, e.g. stability of fixed points, singular
points and bifurcations, interplay between different model parameters. Apart from
that, the applicability of the method to more complex mechanical systems should be
verified and extended. Particularly, models including strong and nonlinear couplings,
and one-sided impact interactions merit further attention.
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Chapter 11
Complex Fractional Moments
for the Characterization
of the Probabilistic Response
of Non-linear Systems Subjected
to White Noises

Mario Di Paola, Antonina Pirrotta, Gioacchino Alotta, Alberto Di Matteo
and Francesco Paolo Pinnola

Abstract In this chapter the solution of Fokker-Planck-Kolmogorov type equations
is pursued with the aid of Complex Fractional Moments (CFMs). These quantities
are the generalization of the well-known integer-order moments and are obtained
as Mellin transform of the Probability Density Function (PDF). From this point of
view, the PDF can be seen as inverse Mellin transform of the CFMs, and it can be
obtained through a limited number of CFMs. These CFMs’ capability allows to solve
the Fokker-Planck-Kolmogorov equation governing the evolutionary PDF of non-
linear systems forced by white noise with an elegant and efficient strategy. The main
difference between this new approach and the other one based on integer moments
lies in the fact that CFMs do not require the closure scheme because a limited number
of them is sufficient to accurately describe the evolutionary PDF and no hierarchy
problem occurs.
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11.1 Introduction

The dawns of stochastic differential calculus is dated back to the last century. Thanks
to the pioneering papers of Itô, Wong and Zakaj, Kolmogorov and other authors new
horizons were opened giving rise to the modern stochastic mechanics [5, 17, 23, 31].
In this context, a relevant problem is represented by the study of nonlinear system
forced by normal white noise. Excitations such as ground motion, wind turbulence,
sea waves, surface roughness, blasts and impacts loads being stochastic processes
induce that structural responses are stochastic processes too. Thus, the analysis is
concerned with the problem of the response statistical characterization. An approach
to describe this kind of problems, that is typical of several physical applications
[16], is based on the study of the Fokker-Planck equation (FPK) which represents a
partial differential equation that describes the evolution of the response conditional
probability density function (PDF).

Nowadays, the resolution of FPK equation or its generalized form for different
kind of forced white noise (Poissonian, α-stable, etc.) still represents an open prob-
lem. Indeed, the FPK equation admits analytical solution in very few cases, for this
reason we resort to numerical methods. A possible way to treat such partial differ-
ential equation problem is related to the evaluation of the moments of the PDF. This
method consists in writing differential equations for the response statistical moments
of any order. However, when dealingwith nonlinear systems, a serious problem arises
in the Moment Equation (ME) approach, the entire system is hierarchic in the sense
that the equations for the moments of a fixed order, say K, contain moments of
order higher than K. In this way, the ME form an infinite hierarchy. Then, due to the
hierarchical nature of the forcing processes, this approach needs a truncation of the
involved higher-orders moments in the solution.

Although other strategies, based upon the Hermite polynomials, and cumulants,
provide some solutions for a certain fewcases, these approaches showsomeparticular
limits [13, 16, 25, 26, 34]. Certainly, a meaningful limit of such classical methods
is the inability to well describe the tails of the PDF that leads to serious problem in
reliability analysis.

Other more complex approaches are available in literature but they are not dis-
cussed here for sake of brevity [11, 14, 20, 22, 24, 27, 29, 32, 35, 37]. Instead, in
this chapter we focus on a recent development in the resolution of the FPK based on
the moment approach [1, 12, 14]. Such recent improvement is obtained thanks to the
introduction of the complex-order moments. It has been shown that these complex
quantities, known as Complex Fractional Moments (CFMs), are related to theMellin
transformand to theRiesz integral at the origin of the PDF [30, 33].Moreover, the link
between CFMs, Mellin transform and Riesz integrals has provided several important
relations and properties [7, 9, 15]. Undoubtedly, one of important properties of CFMs
is the capability to reconstruct both PDF and characteristic function. Therefore, the
knowledge of the CFMs represents another way to characterize random variables.
As will be shown later, this property is fundamental for the resolution of FPK by this
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new approach. Further information on the applications of these complex quantities
can be found in [2, 8, 11, 21, 28, 36].

11.2 Basic Concepts on Mellin Transform Operator

The Mellin transform operator is a very interesting tool of fractional calculus. It
proves to be very useful in solving some problems of engineering interest [1, 2, 4,
7–12, 14, 15, 18, 28, 36]. Let f (x) be any real function defined in 0 ≤ x < ∞. The
Mellin transform, labeled as M f (γ − 1), is defined as

M{ f (x); γ } = M f (γ − 1) = ∞∫
0
f (x)xγ−1dx; γ = ρ + i η (11.1)

where i = √−1 and ρ, η ∈ R.
If the Mellin transform exists, then the function f (x) may be rewritten in the form

f (x) = M−1{M f (γ − 1); x} = 1

2π

∞∫
η=−∞

M f (γ − 1)x−γ dη ; x > 0 (11.2)

It is noted that the integration is performed along the imaginary axis and the value
of ρ remains fixed. The condition for the existence of the Mellin transform is that
−p < ρ < −q, being p and q the order of zero at x = 0 and x = ∞, respectively.
Namely

lim
x→0

f (x) = O(x p); lim
x→∞ f (x) = O(xq) (11.3)

where O(·) stands for the order of the term in parenthesis.
For example, let us assume that f (x) = (1 + x)−1, since lim

x→0
f (x) = 1

[
O(x0)

]

then p = 0, and lim
x→∞ f (x) = x−1

[
O(x0)

]
, then q = −1; it follows that in this

case the existence condition of the Mellin transform is 0 < ρ < 1.. The strip in the
complex plane such that −p < ρ < −q is commonly known as Fundamental Strip
(FS) of the Mellin transform. If −q is lesser than −p the Mellin transform and its
inverse do not exist.

Equation (11.2) may be used in a discretized form as

f (x) ∼= �η

2π

m∑

k=−m

M f (γk − 1)x−γk ; γk = ρ + i k �η (11.4)

where�η is the discretization step along to the imaginary axis,m�η = η is a cut-off
value chosen in such a way that the contribution of terms of higher order than m do
not produce sensible variations on f (x). It is to be remarked thatM f (γ −1) is analytic
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onto the fundamental strip, and is such that

M f (ρ + i η − 1) = M∗
f (ρ − i η − 1) (11.5)

where the star means complex conjugate. It follows that with simple manipulations
the summation in (11.4) may be rewritten in a summation from 0 to m.

The Riesz fractional integral of a certain function f (x) that is zero for x < 0,
denoted as (I γ f )(x), is defined as

(I γ f )(x) = 1

2νc(γ )

∞∫
0
f (ξ)|x − ξ |γ−1dξ ; ρ > 0, ρ 
= 1, 3, .. (11.6)

where νc(γ ) = 	(γ ) cos
(
γ π

2

)
and 	(·) is the Euler Gamma function. By compar-

ing (11.1) and (11.6) it may be stated that the Mellin transform is related to Riesz
fractional integral in x = 0, that is

2νc(γ )(I γ f )(0) = M f (γ − 1) (11.7)

Under this perspective the representation in (11.4) looks like a Taylor expan-
sion because it involves an operator in zero and a (complex) power series on x; for
more details see [33]. The main difference is that when a truncation on the classical
Taylor series is performed, always the Taylor series diverges as x diverges, while
no divergence problem occur using (11.4) since summation is performed along the
imaginary axis and ρ remains fixed. Moreover, unless f (x) belongs to the class C∞
in zero, the various derivatives in zero may be divergent quantities and the Taylor
expansion in such cases is meaningless. On the contrary the series expressed in (11.4)
never diverges provided ρ belongs to the FS of the Mellin transform and then f (x) is
reproduced in the whole domain with the exception of the value in zero. With these
simple information we can now solve the FPK equation by using Mellin transform
theorem.

11.2.1 Use of CFMs to Construct Probability Density
Functions

In the ensuing derivations, for simplicity sake’s, we suppose that the PDF of a
stochastic process X(t), in the following denoted as pX (x, t), is symmetric, namely
pX (x, t) = pX (−x, t).

The Mellin transform of pX (x, t), denoted as MpX (γ − 1), is given in the form

MpX (γ − 1, t) = ∞∫
0
pX (x, t)xγ−1dx = 1

2
E
[|X (t)|γ−1] (11.8)
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where E[·] means ensemble average. From this equation it may be stated that the
Mellin transform of the PDF is strictly related to moments of the type E

[|X (t)|γ−1].
According to (11.4) the discretized version of the inverse Mellin Transform is

written for x > 0 in the equivalent forms

pX (x, t) = 1

4b

m∑

k=−m

E
[|X (t)|γk−1]x−γk = 1

2b
x−ρ

m∑

k=−m

MpX (γk − 1, t)x−i kπb ;

γk = ρ + i
kπ

b
(11.9)

where b = π/�η and ρ belongs to the FS of pX (x, t). Since pX (x, t) ≥ 0 and
the area of the PDF in 0 ÷ ∞ is 1/2 then lim

x→∞ pX (x, t) = 0. It follows that the

fundamental strip of pX (x, t) always exists and, for pX (0, t) 
= 0, it is 0 < ρ < u.
The value of u depends of the order of zero of the PDF at x = ∞. As an example for
α-stable random variable the moments E[|X |β](β ∈ �) do not diverge only in the
range −1 < β < α [33]. Then for such random variable the FS is 0 < ρ < α + 1. In
general if for a given stochastic process the integer moments diverge starting from a
certain value, say r, then the strictest FS is 0 < ρ < r + 1.

An important issue of this representation of the PDF is the discretization of the
inverse Mellin transform, more specifically the number m that define the number
of CFMs to be used in order to efficiently represent the PDF. In order to properly
define the parameterm, some considerations are necessary: (i) the choice ofm strictly
depends of �η since m�η = η̄ is the truncation of Mp(γ − 1) that in turns depends
of the value of ρ selected; (ii) higher value of ρ, at a parity of the PDF at hands
produces oscillations in Mp(γ −1) as shown in Fig. 11.1 in which CFM are reported
for different values of ρ (ρ = 0.5; ρ = 10). It follows that in order to properly
discretize the inverse Mellin transform it is necessary of a smaller value of �η as ρ

increase.
In the case of α-stable Lévy white noise the selection of ρ is obligated by the

limitations of the FS of the Mellin transform and on the non-linearity. So because
m and consequently �η depends on many parameters we can proceed with trial and
error (two or three attempts are enough) or if we have a crude estimation on the

Fig. 11.1 CFMs of a Gaussian distribution with unitary variance and different values of ρ
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PDF of the response at steady state by using approximate techniques (like stochastic
linearization) then a preliminary choice ofmmay be readily performed. In quiescent
systems, since in t = 0 all CFMs are zero and the tails of the PDF increase then the
worst situation will remain the PDF at the steady state or when the scale attains the
maximum value. It follows that as the PDF is well reproduced for the steady state or
in correspondence of the maximum scale (or of the variance if it exists) then all the
parameters (m and η̄) may be used also in the transient zone.

11.3 Applications of CFMs for the Solution of FPK-Type
Equation

In this sectionwewill showhow to solve the equations ruling the evolution of the PDF
describing the motion of a spring-dashpot system (first-order differential equation)
subjected to aGaussianwhite noise (Fokker-Planck equation), to a-stable white noise
(Fractional Fokker-Planck equation) and to Poissonian white noise (Kolomogorov-
Feller equation). For all the three cases some numerical applications are also pre-
sented in order to show the accuracy of this approach.

11.3.1 Fokker-Planck Equation (Gaussian White Noise)

Let us suppose that the equation of motion of a (mass-less) non-linear system is given
in the form

{
Ẋ = f (X, t) + W (t)
X (0) = X0

(11.10)

W (t) is a normal zero mean white noise, formal derivative of the Brownian motion
B(t), (dB(t)/dt = W (t)) characterized by E

[
dB2(t)

] = q dt, being q the intensity
of the white noise. In (11.10) it is assumed that f (X, t) = − f (−X, t) is a determin-
istic non-linear function of the stochastic output processX(t). X0 is a randomvariable
with assigned distribution (pX (x, 0) = pX (−x, 0)). Under these assumptions the
output stochastic process has a symmetric distribution pX (x, t).

The Fokker-Planck equation, ruling the transition probability of X(t), is written
in the form

{
∂pX (x,t)

∂t = − ∂
∂x ( f (x, t)pX (x, t)) + q

2
∂2 pX (x,t)

∂x2

pX (x, 0) = pX (x)
(11.11)

where the overbar means assigned PDF in t = 0.
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The differential equations of integer moments may be obtained multiplying
(11.11) by xkdx(k = 0, 1, . . . , n), and integrating over −∞ ÷ ∞. The solu-
tion of the FPK equation in terms of integer moments cannot be obtained, unless
f (X, t) = cX, since the set of differential equations is hierarchical. That is, the
moment equation of an assigned order, say s, involves moments of higher order than
s. Since fractional moments are able to return the PDF in the whole range (excluding
the value in zero), one may wonder what happens when CFM are used instead of
integer moments. In order to answer this question, we multiply (11.11) by xγ−1dx
and integrating over the range 0 ÷ ∞ yields

∂MpX (γ − 1, t)

∂t
= −[ f (x, t)xγ−1 pX (x, t)

]∞
0 +

(γ − 1)
∞∫
0
xγ−2 f (x, t)pX (x, t)dx + q

2

[
∂pX (x, t)

∂x
xγ−1

]∞

0

+

−q

2
(γ − 1)

[
xγ−2 pX (x, t)

]∞
0 + q

2
(γ − 1)(γ − 2)

∞∫
0
xγ−3 pX (x, t)dx (11.12)

where the first, third and fourth term at the right-hand side of (11.12) come out from
integration by parts.

Under the hypothesis that X(t) is stable in distribution and moments up to the
m-order are stable, by properly selecting ρ > 2, it may be easily demonstrated that
the first, the third and the fourth term in (11.12) vanish. For more details see [14].

Next, let us suppose that f (X, t) = −
n∑

j=1
c j |X(t)|β j sgn(X(t))

(
c j > 0, β j > 0

)
,

then the equation in terms of fractional moments is written as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂MpX (γ−1,t)
∂t = −(γ − 1)

n∑

j=1
c j MpX (γ + β j − 2, t)+

q
2 (γ − 1)(γ − 2)MpX (γ − 3, t); ρ > 2

MpX (γ − 1, 0) = ∞∫
0
xγ−1 pX (x)dx assigned

(11.13)

This equation may be discretized for γk = ρ + i k π
b so obtaining a set of (2m+1)

ordinary (linear) differential equations, being m the truncation of the discretized
inverse Mellin transform of the PDF.

The main difficulty in solving such a set of differential equations is that the frac-
tional moments are evaluated for different values of ρ. This problem is the analogue
of the infinite hierarchy problem. Then at first glance it seems that the use of complex
fractional moments does not open new breaks for the solution of the FPK equation.
However, to overcome this drawback the following strategy can be adopted.

Since (11.9) remains valid for every value of ρ, provided it belongs to the FS, we
equate (11.9) for two different values of ρ say ρ1 = ρ and ρ2 = ρ +�ρ, denoting as
MpX (γ

(1)
k −1, t) and MpX (γ

(2)
k −1, t) the CFM evaluated in γ

( j)
k = ρ j + i k�η ( j =

1, 2). Then multiplying such equation for x−1/2 gives
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x−1/2
m∑

k=−m

MpX (γ
(1)
k − 1, t)e−ik π

b ln x = x−(�ρ+1/2)
m∑

k=−m

MpX (γ
(2)
k − 1, t)e−ik π

b ln x ;

x > 0 (11.14)

It is to be emphasized that equality in (11.14) strictly holds for x > 0, since zero
singularities appear. Now it is assumed that MpX (γ

(2)
k − 1, t) are already known

and thus it is possible to evaluate MpX (γ
(1)
k − 1, t), i.e., to evaluate MpX (γ − 1, t)

for different values of ρ. Because (11.9) is an approximation then (11.14) is to be
satisfied in a weak sense in the interval x1 > 0, x2 
 x1, i.e.,

x2∫
x1

1

x

{[
m∑

k=−m

MpX (γ
(1)
k − 1, t)e−ik π

b ln x − x−�ρ

m∑

k=−m

MpX (γ
(2)
k − 1, t)e−ik π

b ln x

]

×

×
[

m∑

k=−m

M∗
pX (γ

(1)
k − 1, t)eik

π
b ln x − x−�ρ

m∑

k=−m

M∗
pX (γ

(2)
k − 1, t)eik

π
b ln x

]}

dx =

= min(MpX (γ
(1)
k − 1, t)) (11.15)

Now performing the following change of variable

ξ = ln x, dξ = dx

x
; ξ j = ln x j , j = 1, 2 (11.16)

In order to find MpX (γ
(1)
s − 1, t) as a linear combination of MpX (γ

(2)
k − 1, t) we

perform variations and instead of putting x1 = 0, x2 = ∞, we put x1 = e−b and
x2 = eb: In this way three goals are achieved: (i) the interval e−b ÷ eb is very large
since b = π/�η and �η is of order 0.3 ÷ 0.5 then the interval e−b ÷ eb is of order
e−10 ÷ e10 (for �η = 0.314) or e−6.28 ÷ e6.28 (for �η = 0.5); (ii) the value x1 = 0
is excluded, that is the main problem to perform variations in (11.15) since in zero a
divergence occurs; and (iii) with the choice e−b ÷ eb the integral (11.15), taking into
account the position of (11.16), is in the range −b ÷ b.

It follows that with the choice of the interval e−b ÷ eb, (11.15), with the positions
in (11.16), is written as

b∫
−b

{[
m∑

k=−m

MpX (γ
(1)
k − 1, t)e−ik π

b ξ − e−�ρξ

m∑

k=−m

MpX (γ
(2)
k − 1, t)e−ik π

b ξ

]

×
[

m∑

k=−m

M∗
pX (γ

(1)
k − 1, t)eik

π
b ξ − e−�ρξ

m∑

k=−m

M∗
pX (γ

(2)
k − 1, t)eik

π
b ξ

]}

dξ =

= min(MpX (γ
(1)
k − 1, t)) (11.17)

with the orthogonality condition of eik
π
b ξ and after minimization we get
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2bMpX (γ
(1)
s − 1, t) =

m∑

k=−m

MpX (γ
(2)
k − 1, t)aks(�ρ) (11.18)

where

aks(�ρ) = b∫
−b

e−�ρξe−i(k−s) π
b ξdξ = 2b sin[π(k − s) − ib�ρ]

π(k − s) − ib�ρ
(11.19)

From (11.18) we recognize that MpX (γ
(1)
s − 1, t) may be obtained as a linear

combination of MpX (γ
(2)
k − 1, t), i.e., it is possible to solve FPK equation by using

Mellin transform.
Since in (11.13) we have MpX (γs −1, t), MpX (γs +β −2, t), and MpX (γs −3, t),

thenwe select the initial value of ρ > 2. In thismannerwe are sure that Re(γs−2) > 0
is inside the FS. Thus, taking into account (11.13) and (11.18), yields

MpX (γs + β − 2, t) = 1

2b

m∑

k=−m

MpX (γk − 1, t)aks(1 − β)

MpX (γs − 3, t) = 1

2b

m∑

k=−m

MpX (γk − 1, t)aks(2) (11.20)

By inserting these equations in (11.13) for γ = γs (s = −m, .., 0, ..m) we get a
set of complex ordinary differential equations in the unknowns MpX (γs − 1, t).

If the system of differential equations is directly implemented using a computer
program the solution is not correct because we need of another information, i.e., the
area of the PDF into the interval e−b÷eb will be 1/2. This constraint may be enforced
very easily. Taking into account (11.9), we get

1

2b

m∑

k=−m

MpX (γk − 1, t)
eb∫
e−b

x−γk dx = 1

2
(11.21)

This equation gives the following information in the Mellin transform domain

MpX (γ0 − 1, t) = 1 − ρ

e0

⎡

⎢
⎣b −

m∑

k=−m
k 
=0

(
ek

1 − γk

)
MpX (γk − 1, t)

⎤

⎥
⎦ (11.22)

where

e0 = (eb)1−ρ − (e−b
)1−ρ

(11.23)

and
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ek = (eb)1−γk − (e−b
)1−γk (11.24)

In this manner, a set of 2 m linear (complex) differential equations is obtained,
which involves only CFMs evaluated in the same value of ρ ruling the evolution of
the CFMs. The s-th equation is

∂MpX (γs − 1, t)

∂t
= −(γs − 1)

n∑

j=1

c j

⎡

⎢⎢⎢
⎣

m∑

k=−m
k 
=0

MpX (γk − 1, t)aks (1 − β j )+

+ 1 − ρ

e0
a0s (1 − β j )

⎛

⎜⎜⎜
⎝
b −

m∑

k=−m
k 
=0

MpX (γk − 1, t)
ek

1 − γk

⎞

⎟⎟⎟
⎠

⎤

⎥⎥⎥
⎦

+

+ q

2
(γs − 1)(γs − 2)

⎡

⎢⎢⎢
⎣

m∑

k=−m
k 
=0

MpX (γk − 1, t)aks (2)+

+ 1 − ρ

e0
a0s (2)

⎛

⎜⎜⎜
⎝
b −

m∑

k=−m
k 
=0

MpX (γk − 1, t)
ek

1 − γk

⎞

⎟⎟⎟
⎠

⎤

⎥⎥⎥
⎦

s = −m, . . . , −1, 1, . . . ,m

(11.25)

Equation (11.25) constitute a set of linear coupled ordinary differential equations
in the unknown MpX (γs − 1, t) that may be easily solved by inserting the initial
conditions given in (11.13). Moreover MpX (γ0 − 1, t) in (11.25) is given in (11.22).
Thus (11.25) is not homogeneous and the steady state solution may be readily found.
If the system is quiescent at t = 0, that is p̄X (x) = δ(x), then all MpX (γs − 1, 0)
are zeros.

System of (11.25) may be reduced to onlym equations by taking into account that
Mp(γs − 1, t) = M∗

p(γ−s − 1, t).
In order to show the capability of the method, we suppose that the nonlinear

function in (11.10) is f (X, t) = −c|X |βsgn(X), with c > 0 and β ≥ 0.
Moreover, let us suppose that p̄X (x) = δ(x), that is the system is quiescent at t = 0.
For this system for the case β = 1 (linear system) the transient response is already
known and is given in the form

pX (x, t) = 1√
2πσ(t)

exp

(
− x2

2σ 2(t)

)
(11.26)

where

σ 2(t) = q

2c
(1 − e−2ct ) (11.27)

while if β 
= 1 the stationary solution is known in analytical form and it reads
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Fig. 11.2 Probability density function for different values of β; continuous line solution in terms
of CFM, dotted line Monte Carlo simulation; dashed line exact solution

pX (x,∞) = ν exp

(
− 2c|x |β+1

(β + 1)q

)
(11.28)

where v is a normalization constant such that
∫∞
0 pX (x,∞)dx = 1/2.

In Fig. 11.2 the PDF of the nonlinear system given by the procedure outlined
above is contrasted with the solution obtained by the Monte Carlo simulation with
106 samples, for different values ofβ (β = 0, β = 0.3, β = 1, β = 3). In particular
for β = 1 also the exact solution given in (11.26) is plotted (dashed line) at various
time instants. Further in Fig. 11.2a, b and d also the steady state solution is plotted in
dashed line and contrasted with the results obtained by CFMs. During the transitory
phase the comparison is made with the PDF obtained by Monte Carlo simulation.
The value of c selected for these applications is c = 1 and q = 2. The various
parameters (ρ, �η, η̄) are given in the figures.

11.3.2 Fractional Fokker-Planck Equation (α-Stable White
Noise)

Let us now suppose that the same mechanical system of the previous section (spring-
dashpot system) is subjected to an α-stable white noise Wα(t). Without loss of gen-
erality we assume that Wα(t), formal derivative of the Lévy α-stable process Lα(t),
is a symmetric α-stable (SαS) process.
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The corresponding non-linear Langevin equation may be written as follows

{
Ẋ = f (X, t) + Wα(t)
X (0) = X0

(11.29)

The Itô equation associated to (11.29) may be written in the form

dX (t) = f (X, t)dt + dLα(t) (11.30)

where the characteristic function (CF) of dLα(t) is in the form

φdLα
(t) = exp(−dtσ |θ |α) (11.31)

where σ is the scale factor (not the standard deviation) and α is the stability index.
The equation ruling the evolution of the PDF of the output process is known as
Fractional Fokker-Planck (FPP) equation and is given in the form

{
∂pX (x,t)

∂t = − ∂
∂x ( f (x, t)pX (x, t)) + σαDα

X (pX (x, t))
pX (x, 0) = pX (x)

(11.32)

where the symbol Dα
X (·) denotes the Riesz fractional derivative defined as

Dα
x (u(x, t)) =

{
− 1

2 cos(πα/2)

[
Dα

x+(u(x, t)) + Dα
x−(u(x, t))

]; α 
= 1

− d
dxH[u(x, t)]; α = 1

(11.33)

In (11.33) Dα
x+ and Dα

x− are the left and right Riemann-Liouville fractional deriva-
tives that may be written in the form

Dα
x+(u(x, t)) = 1

	(n − α)

dn

dxn

x∫

−∞

u(ξ, t)

(x − ξ)α−n+1
dξ

Dα
x−(u(x, t)) = 1

	(n − α)

(
− d

dx

)n
∞∫

x

u(ξ, t)

(ξ − x)α−n+1
dξ (11.34)

where n = [α] + 1 and [α] is the integer part of α and H[·] is the Hilbert transform
operator defined as

H[u(x, t)] = 1

π
P

∞∫

−∞

u(ξ, t)

|x − ξ |dξ (11.35)

being P the Cauchy principal value.
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In order to solve the FFP equation the same approach of the previous section is

adopted. We suppose that f (X, t) = −
r∑

j=1
c j |X(t)|β j sgn(X(t)) (c j > 0, β j > 0)

and we perform Mellin transform of (11.32):

∂Mp(γ − 1, t)

∂t
=

r∑

j=1

c j
[
x
γ−1+β j pX (x, t)

]∞
0

− (γ − 1)
r∑

j=1

c j Mp(γ − 2 + β j , t)+

−
n−1∑

k=0

Γ (γ − 1 + k)

Γ (γ − 1)

⎡

⎣ dn−k−1

dxn−k−1

⎛

⎝
x∫

−∞

pX (ξ, t)

(x − ξ)α−n+1
dξ+

+(−1)n
∞∫

x

pX (ξ, t)

(ξ − x)α−n+1
dξ

⎞

⎠xγ−k−1

⎤

⎦

∞

0

− σα νc(γ )

νc(γ − α)
Mp(γ − 1 − α, t) (11.36)

The terms in square brackets, coming from integration by parts, vanish by properly
selecting the value of ρ and (11.36) reduces to

∂Mp(γ − 1, t)

∂t
= −(γ − 1)

r∑

j=1

c j Mp(γ − 2 + β j , t) − σα νc(γ )

νc(γ − α)
Mp(γ − 1 − α, t) (11.37)

By evaluating (11.36) for different values in 2m + 1 values γk = ρ + ik�η, a set
of ordinary linear differential equations is obtained. In order to solve this system, it
is necessary to write all CFMs in terms of CFMs of one order. Then, following the
results of the previous section, we may write:

MpX (γs + β j − 2, t) = 1

2b

m∑

k=−m

MpX (γk − 1, t)aks(1 − β j ) (11.38)

MpX (γs − 1 − α, t) = 1

2b

m∑

k=−m

MpX (γk − 1, t)aks(α) (11.39)

By inserting (11.38) and (11.39) into (11.37) and enforcing the normalization
condition (11.21)–(11.22) a solvable set of 2 m linear differential equations ruling
the time evolution of CFMs is obtained. The s-th equation is written as

∂Mp (γs − 1, t)

∂t
= −(γ − 1)

r∑

j=1

c j

⎛

⎜⎜⎜⎜
⎝

m∑

k=−m
k 
=m

Mp (γk − 1, t) aks (1 − β j )+

+ 1 − ρ

e0
a0s (1 − β j )

⎛

⎜⎜⎜⎜
⎝
b −

m∑

k=−m
k 
=0

MpX (γk − 1, t)
ek

1 − γk

⎞

⎟⎟⎟⎟
⎠

⎞

⎟⎟⎟⎟
⎠

+

− σα νc(γ )

νc(γ − α)

⎛

⎜⎜⎜⎜
⎝

m∑

k=−m
k 
=m

Mp (γk − 1, t)aks (α) + 1 − ρ

e0
a0s (α)

⎛

⎜⎜⎜⎜
⎝
b −

m∑

k=−m
k 
=0

MpX (γk − 1, t)
ek

1 − γk

⎞

⎟⎟⎟⎟
⎠

⎞

⎟⎟⎟⎟
⎠

(11.40)
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The solution of FFP in terms of CFMs has been tested with different values of
the stability index α and with different order of non-linearity β. The case α = 2
corresponds to the case of Gaussian white noise that has been treated in the previous
section, hence for the sake of brevity it is not repeated in the following. The solution
in terms of CFMs have been contrasted with analytical solutions, when available,
and with results of Monte Carlo simulations with 106 samples.

Consider

• α = 1.5

This value of α has been investigated as a general case in the range 1 ÷ 2. When
stability index is less than 2 the fundamental strip depends on the values of α and β,
because of the decay of the PDF for x → ∞. In particular, it has been demonstrated
by Chechkin et al. [6] that for α-stable input, the tails of the PDF of the output decay
as a power law x−u , being u = α + 1 for the linear dashpot-system (β = 1) and
u = α + 3 for the quartic system (β = 3), so in both cases u = α + β. This
allows us to do some considerations on the FS that is unknown. These considerations
resulted in the choice of ρ in the range 0 ÷ 1 + α. From this descends that, since in
the Mellin transform of FFP equation there are CFMs evaluated for different value
of ρ, we cannot solve the system with some values of β > 1.7 because CFMs from
the drift term and from diffusive term are evaluated in value of ρ outside the FS, for
more details see [1]. In the following, results for α = 1.5 are reported in Fig. 11.3.

• α = 1

Fig. 11.3 Probability density function for different values of β; continuous line solution in terms
of CFM, dotted line Monte Carlo simulation
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This is the case when the input is a Cauchy process. In this case the steady state
solution for β = 1 is known as

pX (x,∞) = σc

π(σ 2 + c2x2)
(11.41)

Figure 11.4 shows the response pdf for various value forβ at different time instant.

• α = 0.8

This case is taken as general case in the range 0 ≤ α ≤ 1. In the following result
for various values for β at different instants are shown in Fig. 11.5.

• α = 0.5

In this case the input is a symmetric Lévy process. For this value of α we are
actually able to solve only the linear case for which the steady state solution may be
obtained in the following form

pX (x,∞) =
√

σ̄

2π |x |3
(

cos

(
σ̄

4x

)(
1

2
− Fc

(√
σ̄

2π |x |

))

+

+ sin

(
σ̄

4x

)(
1

2
− Fs

(√
σ̄

2π |x |

)))

(11.42)

where Fc(·) and Fs(·) are the Fresnel integrals defined as follow

Fig. 11.4 Probability density function for different values of β; continuous line solution in terms
of CFM, dotted line Monte Carlo simulation, dashed line exact solution
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Fig. 11.5 Probability density function for different values of β; continuous line solution in terms
of CFM, dotted line Monte Carlo simulation

Fc(x) =
∫ x

0
cos

(
π t2

2

)
dt

Fs(x) =
∫ x

0
sin

(
π t2

2

)
dt (11.43)

and σ̄ is the scale factor of the output defined as

σ̄ = σ
( c
2

)−2
(11.44)

The following Fig. 11.6 shows the results for β = 1.

• Trend of the PDF at ∞
Figure 11.7a, b show logarithmic plots of the stationary solution of the FFP equa-

tion for the linear case (β = 1) and for two different values of α 1 and 0.5,
respectively, for which the stationary solution is known in analytical form. From
these figures it is possible to observe that the solution provided by the proposed
method coalesces with the exact one also for large values of x. This fact is very
important because other methods of solution fail in the description of the long tails
of the PDF.
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Fig. 11.6 Probability density function for β = 1 and α = 0.5; continuous line solution in terms of
CFM, dotted line Monte Carlo simulation, dashed line exact stationary solution

Fig. 11.7 Log-Log plot of the stationary solution for β = 1 and α = 0.5, 1 contrasted with exact
steady state solution

11.3.3 Kolmogorov-Feller Equation (Poissonian White Noise)

Let us now consider the case of a non-linear system, as in (11.10), in which, however,
W (t) is nowaPoissonwhite noise process. This process can be assumed as constituted
by a train of impulses of random amplitude Y, with assigned PDF pY (y, t). The
impulse occurrence is distributed in time according to a Poisson law. Thus, each
impulse Yk occurs at a time instant Tk, with random independent distribution T.
Under these assumptions the Poisson white noise W (t) is given by

W (t) =
N (t)∑

k=1

Yk δ(t − Tk) (11.45)

where δ(·) is the Dirac’s delta and N(t) is a Poisson counting process giving the
number of impulses in 0 ÷ t .
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In this case, the equation governing the evolution of the transition probability of
X(t) is the so-called Kolmogorv-Feller (KF) equation, which can be written as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂pX (x, t)

∂t
= − ∂

∂x
( f (x, t)pX (x, t)) − λ(t)pX (x, t) + λ(t)

∞∫

−∞
pY (ξ) pX (x − ξ, t)dξ

pX (x, 0) = pX (x)

(11.46)

Note that, the drift term in (11.46) is identical to the corresponding one in the
case of normal white noise input (FPK equation) in (11.11). On the other hand, the
diffusive expression (second and third term at the right-hand side of (11.46)) contains
a convolution integral instead of the second derivative of the PDF.

Next, assuming that also pY (y) has a symmetric distribution, i.e., the response
PDF is symmetric, and taking into account (11.4) the discretized version of theMellin
Transform of pX (x − ξ, t) is

pX (x − ξ, t) ∼= 1

2b

m∑

k=−m

MpX (γk − 1, t) |x − ξ |−γk ; γk = ρ + i
kπ

b
(11.47)

Further, following the procedure described in Sect. 11.3.1, and after some algebra,
yields the equation evaluated for γs = ρ + i s �η as

∂MpX (γs − 1, t)

∂t
= −

[
f (x, t)pX (x, t)xγs−1

]∞
0

+ (γs − 1)

∞∫

0

f (x, t)pX (x, t)xγs−2dx+

− λMpX (γs − 1, t) + λ

b

m∑

k=−m

MpX

(
γk − 1, t

)
νc
(
1 − γk

)
μks (t); s = −m, . . . , 0, . . . ,m

(11.48)

where

μks(t) =
∞∫

0

(
I1−γk pY (y, t)

)
xγs−1dx (11.49)

which represents the Mellin transform of the Riesz fractional integral of the function
pY (y, t), defined as

(Iγ pY )(y, t) = 1

2νc(γ )

∞∫

−∞

pY (ξ, t)

|y − ξ |1−γ
dξ ; ρ 
= 1, 3, . . . (11.50)

Now consider again the nonlinear function of the form

f (X, t) = −c|X |βsgn(X), β ≥ 0, c > 0,
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then if β + ρ − 1 > 0 (that is ρ > 1 − β), the first term at the right hand side of
(11.48) vanishes leading to the equation of CFMs in the form

∂MpX (γs − 1, t)

∂t
= −c(γs − 1)MpX (γs + β − 2, t) − λMpX (γs − 1, t)+

+ λ

b

m∑

k=−m

MpX (γk − 1, t) νc(1 − γk )μks (t); s = −m, . . . , 0, . . . ,m

(11.51)

Further, taking into account the condition in (11.22), yields

∂MpX (γs − 1, t)

∂t
= −c(γs − 1)

m∑

k=−m
k 
=0

MpX

(
γk − 1, t

)
aks (1 − β) − λMpX (γs − 1, t)+

+ λ

b

m∑

k=−m
k 
=0

MpX

(
γk − 1, t

)
νc
(
1 − γk

)
μks (t) − c(γs − 1)

1 − ρ

e0
a0s×

×

⎛

⎜⎜
⎝b −

m∑

k=−m
k 
=0

MpX

(
γk − 1, t

) ek
1 − γk

⎞

⎟⎟
⎠+

+ λ

b

1 − ρ

e0
νc(1 − γ0)μ0s (t)

⎛

⎜⎜
⎝b −

m∑

k=−m
k 
=0

MpX

(
γk − 1, t

) ek
1 − γk

⎞

⎟⎟
⎠; s = −m ÷ m ; s 
= 0

(11.52)

In this manner, a set of 2 m linear (complex) differential equations is obtained,
which involves only CFMs evaluated in the same value of ρ.

In order to show the accuracy of the method, consider the non-linear system with
c = 0.2 and β = 0.6. Further, let the assigned PDF at the initial time instant be given
as

p̄X (x) = 1√
2πσ0

exp

(
− x2

2σ 2
0

)
(11.53)

and the PDF of the impulse amplitude be

pY (y) = 1√
2πσy

exp

(

− y2

2σ 2
y

)

(11.54)

with λ(t) = λ = 1, σ0 = 1 and σy = 0.5.
Figure 11.8 shows the evolution of the response PDF of the system. Specifically,

the system in (11.52) is solved assuming ρ = 0.95,�η = 0.5 and a cut-off value
η̄ = 50 (thus m = 100). Solution obtained by the proposed procedure is compared
with MCS data, using 40000 samples.
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Fig. 11.8 Probability density function at various time instant; continuous line solution in terms of
CFM, dots Monte Carlo simulation: a t = 0 s; b t = 0.5 s; c t = 1 s; d t = 1.5 s

11.4 PDF Representation Through CFMS Versus Integer
Moments

In this section an emphasis is given to the comparison between the capability of
integer order moments and CFMs to efficiently describe PDF and to solve FP-type
equations. The expression of PDF in terms of CFMs reminds that one in terms of
cumulants of integer order j K j in the form at steady state condition as [19]

px (x) ∼= 1√
2πσ

exp

[
− (x − μ)2

2σ 2

]⎛

⎝1 +
m∑

j=3

K j (−1) j

j !σ j
Hj

(
x − μ

σ 2

)⎞

⎠ (11.55)

being σ the standard deviation, μ the mean, Hj (x) the probabilistic Hermite poly-
nomials and K j the cumulants of order j which are related to the integer moments
through the following relation

E[X j ] = K j +
j−1∑

r=1

( j − 1)!
r !( j − 1 − r)!K j−r E[Xr ] (11.56)

With the above expression the PDF of the system response is approximated with
the Gram-Charlier series. However, as it is well known, such a series can be inconsis-
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tent with probability theory, e.g., negative probabilities may result.Moreover another
problem related to this expression is the jth-order hierarchy truncation method.

In fact, the cumulants K j are written once all integer moments E
[
X(t) j

]
are

known solving the following system of differential equation

Ė
[
X(t) j

] = ( j)

∞∫

0

xk−1 f (x, t)pX (x, t)dx + q

2
( j)( j − 1)E

[
X(t) j−2] (11.57)

Such a strategy belongs to the moment equation (ME) approach, proposed in
1978 [3] as an alternative method to Monte Carlo approach. If on one hand the ME
method requiresmuch less computation involving the solution of a system of coupled
deterministic ordinary differential equations, on the other hand the disadvantage
of the ME is that, unless for linear systems or special case of nonlinear ones, the
differential equations for moments of a given order will contain terms involving
higher-order moments leading to an infinite hierarchy of coupled equations requiring
a closure scheme-procedure. Then, the jth-order hierarchy truncation will require
approximations for the (j + 1)th- and (j + 2)th-order moments.

At this point, some important remarks come out:

(i) Although the system (11.57) is very similar to system (11.13) (setting (γ − 1) =
j) the hierarchy problem does not in the latter case.

(ii) At first glance the required evaluation of CFMs in different values of ρ may
mislead. However, if one thinks that the same requirement occurs for linear
systems, it will be clear that this is not a closure scheme procedure.

11.4.1 Numerical Applications

Let the nonlinear function f (X, t) in (11.10) be given in the form f (X, t) = −c1X−
c2|X |βsgn(X) with β > 0. Further let the assigned PDF in zero be p̄(x) = δ(x),
that is the system is quiescent in t = 0. In order to compare the accuracies of the
proposed and integer moments approach, the case of a bimodal PDF is considered.
Thus, let c1 < 0, c2 > 0 and β = 3 (quartic system). Note that in this case the steady
state PDF is known in closed form as

pX (x,∞) = ν exp

[
1

2q

(
x2 − x4

2

)]
(11.58)

in which v is a normalization constant such that
∞∫

0
pX (x,∞) dx = 1/2.

As far as the Gram-Charlier series expansion in (11.55) is concerned, the equation
of integers moments for the steady state case can be particularized as
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Fig. 11.9 Comparison among the Exact steady state PDF (black line) and Gram-Charlier series
expansion with 8 cumulants (red dotted line) and 10 cumulants (blue dashed line)

−kc1E[Xk] − kc2E[Xk−1+β ] + q

2
k(k − 1)E[Xk−2] = 0 (11.59)

Note that this equation cannot be solved since an infinite order hierarchy problem
appears. However, the aforementioned issue can be circumvented by expressing
integer moments in terms of cumulants through (11.56) and considering equal to
zero cumulants of order n > m̃ with m̃ arbitrary.

Figure 11.9 shows a comparison among the exact steady state PDF and the PDF
obtained through (11.55), for the case c1 = −0.5 and c2 = 0.5, considering two
different values of m̃.

As it can be observed from this figure, as the number of cumulants increases, the
Gram-Charlier expansion does not lead to the exact solution and even considering
10 cumulants the approximated PDF is rather different from the exact steady state
solution pX (x,∞).

On the other hand, as far as the series form of the PDF throughCFMs is concerned,
for the system under consideration the equation ruling the evolution of the CFMs is
explicitly given as

ṀpX (γ − 1, t) = −c1(γ − 1)MpX (γ − 1, t) − c2(γ − 1)MpX (γ + β − 2, t)+
+ q

2
(γ − 1)(γ − 2)MpX (γ − 3, t) (11.60)

in which CFMs MpX (γ + β − 2, t) and MpX (γ − 3, t) can be easily evaluated
through the following relations

MpX (γ + β − 2, t) =
m∑

k=−m

Mp(γk − 1)aks(1 − β) (11.61)

MpX (γ − 3, t) =
m∑

k=−m

Mp(γk − 1)aks(2) (11.62)
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Following the approach extensively discussed in Sect. 11.3 the system in (11.60)
may be reduced to a set of 2mcoupled ordinary differential equationswhich solutions
in terms of CFMs is easily found.

Figure 11.10 shows the evolution of the system response PDF for various time
instants vis-à-vis the exact steady state solution. In this case the values of�η = 0.5
and m = 140 have been chosen for solution in terms of CFMs. Note that, even if the
value m of CFMs is greater than the number of cumulants chosen m̃, computational
time is comparable for the two approaches.

Finally, in order to show the accuracy of the proposed approach with respect to the
closure method, Fig. 11.11 shows the solution obtained through CFMs is contrasted
with the Gram-Charlier expansion for the steady state case in (11.58).

Fig. 11.10 Evolution of the response PDF

Fig. 11.11 Comparison among Exact steady state solution (Black line), CFMs (Red dashed line)
and Gram-Charlier Expansion for 10 cumulants (Blue dashed line)
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11.5 Conclusions

This chapter presented an efficient method to analyse the stochastic response of non-
linear systems in terms of fractional moments. Instead of using moments of integer
order, the FPK equation is written in terms of complex fractional order obtained as
Mellin transform of the PDF. The main advantage in using CFMs instead of classi-
cal integer order ones is that thanks to the properties of Mellin transform operator
the PDF may be reconstructed accurately with a limited number of terms. More-
over, CFMs of a given order may be written in terms of CFMs of a different order,
thus eliminating the infinite hierarchy problem that affects the integer order moment
approach. Numerical applications have extensively shown that the method is very
accurate not only in describing the steady-state PDF but also its evolution for a range
of non-linear systems forced by Gaussian, Lévy and Poissonian white noises.
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Chapter 12
Oscillations Under Hysteretic
Conditions: From Simple Oscillator
to Discrete Sine-Gordon Model

Mikhail E. Semenov, Olga O. Reshetova, Akim V. Tolkachev,
Andrey M. Solovyov and Peter A. Meleshenko

Abstract In this paper we study the resonance properties of oscillating system in the
case when the energy pumping is made by external source of hysteretic nature. We
investigate the unbounded solutions of autonomous oscillating systemwith hysteretic
block with a negative spin. The influence of a hysteretic block on an oscillator in the
presence of Coulomb and viscous friction is also investigated. Namely, we establish
the appearance of self-oscillating regimes for both kinds of friction. A separate part
of this work is devoted to synchronization of periodic self-oscillations by a harmonic
external force. Using the small parameter approach it is shown that the width of
“trapping” band depends on the intensity (amplitude) of the external impact. Also in
this work we introduce the novel class of hysteretic operators with random param-
eters. We consider the definition of these operators in terms of the “input-output”
relations, namely: for all permissible continuous inputs corresponds the output in
the form of stochastic Markovian process. The properties of such operators are also
considered and discussed on the example of a non-ideal relay with random param-
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eters. Application of hysteretic operator with stochastic parameters is demonstrated
on the example of simple oscillating system and the results of numerical simula-
tions are presented. We consider also a nonlinear dynamical system which is a set
of nonlinear oscillators coupled by springs with hysteretic blocks (modified sine-
Gordon system or hysteretic sine-Gordon model where the hysteretic nonlinearity is
simulated by the Bouc-Wen model). We investigate the wave processes (namely, the
solitonic solutions) in such a system taking into account the hysteretic nonlinearity
in the coupling.

12.1 Introduction

Oscillatory processes are widely used in various fields of both fundamental and
applied science. The theory of oscillations, which studies oscillations occurring
in various systems, is an intensively developing field of modern mathematics and
physics [11, 20, 22, 26]. The main models of the theory of oscillations are the linear
and nonlinear oscillators, rotators, RLC circuit, etc. These are used in modeling of
physical processes in various real-life systems. New features of oscillatory processes
appear in the cases when there is a large number of interacting subsystems. The stan-
dard model of wave processes is a finite and infinite chain of coupled (interacting)
oscillators. Such chains are often used in radio engineering as filters that allocate
or suppress signals with frequencies lying in a certain band. From the fundamental
point of view, chains of oscillators are used as models of solid media with oscilla-
tions and waves with various properties [3, 16, 27]. The oscillatory processes of a
large number of such elements are called waves. Wave phenomena are widespread in
nature: waves on the surface of a fluid, sound waves in a gas, compression-expansion
waves in a solid, vibrations of a string and membrane, electromagnetic waves, etc.

Note that, in addition to nonlinear oscillations, there are also nonlinear waves
described by nonlinear partial differential equations. Within the framework of the
theory of nonlinear waves there exist the standard models, similar to the reference
models in the theory of oscillations, namely, simple waves, shock waves, as well as
the solitary waves (solitons), that play significant roles in the theory of nonlinear
processes. One of the basic models for studying the nonlinear processes is the sine-
Gordon model (a chain of nonlinear oscillators connected by coil springs) [17].

Another example of a strong nonlinear system playing a significant role inmodern
research is hysteresis (see [4, 9, 14, 18, 19, 28] and related references). Hysteretic
behavior is typical both for the characteristics of substances (ferroelectrics, ferro-
magnetics, piezoelectrics, etc.), and for the dynamics of many mechanical systems
(backlash, stop, etc.). In the mechanical systems hysteretic nonlinearities arise due
to an aging of the material and must be taken into account at the modeling level
for the corresponding mechanical systems. The hysteresis in such systems leads to
the problem of investigation of nonlinear operator-differential equations, which is an
extremely complex problem.
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Such an interest to hysteretic phenomena is caused by high incidence of these
phenomena in a various technical systems (such as robotic, mechanical, electro-
mechanical systems, management systems for tracking of aircrafts, etc.) Also, these
phenomena determine some unusual elasto-plastic properties of modern nanomate-
rials (such a properties are served as a base for construction of modern self-healing
materials) on the basis of fullerene films. Moreover, the hysteretic phenomena are
widely known in biology, chemistry, economics, etc. It should be noted that the hys-
teretic behavior of such systems is caused by either their internal structure, or the
presence of separate blocks with hysteretic characteristics. Of course, when model-
ing the dynamics of such systems, it is necessary to use an adequate mathematical
apparatus.

Currently used models of hysteretic phenomena both constructive (such as non-
ideal relay, Preisach and Ishlinskii-Prandtl models, etc. [21]), and phenomenological
(Bouc-Wenmodel, Duhemmodel, etc. [6]) assume a priori the stability of the param-
eters that identify the hysteretic properties of the corresponding operators. However,
the stability of parameters in real-life engineering systems (e.g., in the systems mod-
elled by the coupled inverted pendula [20]) does not always take place. In this way,
such operators are the natural model in the situation when the parameters of hystere-
sis carrier are under influence of stochastic, uncontrollable affections. For example,
it is difficult to control the switching numbers of non-ideal relay, which is a part
of control systems of the corresponding devices, when the various external factors
take place (in this case the switching numbers may be subjected to random changes).
These circumstances make it necessary to develop the extended models of hysteretic
effects, taking into account the stochastic changes in the parameters of the corre-
sponding hysteretic operators. We note that the equations with random parameters
(principally such equations are linear) were considered in [13, 30, 31]. The strongly
nonlinear differential equations containing the operator nonlinearity with random
properties have not been considered in the literature. Thus, construction and investi-
gation of the properties of hysteretic operators with random parameters seems novel
and promising problem.

An important problem is the study of resonance phenomena in systems with
hysteresis [9]. In this way we note a well-known fact: in the presence of viscous
friction the harmonic resonance is not realized (for details see, e.g., [8]). In particular,
in [8] it is considered the dynamics of the oscillator with strong nonlinearity (authors
studied its phase portrait and the trajectory). It is proved that the form of periodic
solutions depends on the “origin” of strong nonlinearity. The main result of [8] is
that for a class of equations, which describe the harmonic oscillations with resonance
external force and hysteretic operator in the right part of equation, the presence or
absence of unbounded solutions depend on the amplitude of the external excitation.

In this chapter we study the resonance properties of systems in which the energy
pumping is realized due to the presence of external source with hysteretic nature.
Examples of such systems are the oscillations of the ferromagnetic ball in a magnetic
field, oscillations of the system of coupled oscillators when the “connection force”
has a hysteretic nature [18], etc. Moreover, we introduce the new class of hysteretic
operators with random parameters. We consider the definition of these operators in
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terms of the “input-output” relations. The properties of such operators are also con-
sidered and discussed for the example of a non-ideal relay with random parameters.
Application of hysteretic operator with stochastic parameters is demonstrated for
the example of simple oscillating system and the results of numerical simulations
are presented. Also, the dynamics of nonlinear oscillatory system (discrete mechan-
ical sine-Gordon system) is investigated taking into account the hysteretic coupling
conditions between individual links of such a system. We consider the sine-Gordon
model in the casewhen the links between pendulums contain hysteresis nonlinearities
(modified sine-Gordon model). On the basis of numerical modeling, the dynamics of
soliton-like solutions in such a system is studied and filtering properties of hysteretic
links are established.

12.2 Oscillator Under Hysteretic Force

12.2.1 Unbounded Solutions to Autonomous Systems
with Hysteretic Blocks with Negative Spin

Let us consider a system whose dynamics is described by the following equation
with the corresponding initial conditions:

ẍ + ω2x = R[α, β, ω0]x,

x(0) = x0, ẋ(0) = x1.
(12.1)

where R[α, β, ωr ] is a non-ideal relay operator with the negative spin, and ω0 is an
initial state of this operator. A more detailed description of the properties of such an
operator can be found in [9].

Theorem. Let the initial value satisfies the condition x0 /∈ [α, β]. Then, the cor-
responding solutions are unbounded.

Proof : For simplicity we consider the case where α = −1, β = 1. Let us assume
that the initial conditions obey the following inequality x0 < −1, then at a certain
initial period of time (t ≥ 0) the solution to (12.1)will have the form x0 = A1 cos(t +
ϕ0) + 1, 0 ≤ t ≤ t0, where t1 is the time at which the equality x(t1) = 1 is satisfied.
It is clear that this moment exists. The solution to (12.1) at interval [t1, t2] will be
determined by the relation x1(t) = A1 cos(t + ϕ1). Here t2 is the moment at which
the equality x1(t2) = −1 is satisfied. It is also clearly that such a moment exists
(A1 ≥ 1 because x1(t1) = 1), etc.

Thus, in the absence of switching the solution to (12.1) is composed of the func-
tions defined by following relations for even n:

xn(t) = An cos(t + ϕn) + 1,
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and for odd n:
xn+1(t) = An+1 cos(t + ϕn+1).

Using the continuity conditions for solution and its derivative at the point tn (the
moment when the right switching number is achieved) we obtain the following equal-
ity: ⎧

⎪⎨

⎪⎩

An cos(ϕn) + 1 = An+1 cos(ϕn+1),

−An sin(ϕn) = −An+1 sin(ϕn+1),

An cos(ϕn) + 1 = 1.

(12.2)

Squaring and summing the first two equalities in (12.2) we obtain:

⎧
⎪⎨

⎪⎩

A2
n cos

2(ϕn) + 2An cos(ϕn) + 1 = A2
n+1 cos

2(ϕn+1),

A2
n sin

2(ϕn) = A2
n+1 sin

2(ϕn+1),

An cos(ϕn) = 0,

(12.3)

or {
A2
n + 2An cos(ϕn) + 1 = A2

n+1,

An cos(ϕn) = 0.
(12.4)

Finally we obtain:
A2
n + 1 = A2

n+1 (12.5)

Similarly, for the next interval, at the point at which the solution has the value −1,
we have: ⎧

⎪⎨

⎪⎩

An+1 cos(ϕn+2) = An+2 cos(ϕn+3) + 1,

−An+1 sin(ϕn+2) = −An+2 sin(ϕn+3),

An+1 cos(ϕn+2) = −1.

(12.6)

Squaring the first two equalities:

⎧
⎪⎨

⎪⎩

A2
n+1 cos

2(ϕn+2) − 2An+1 cos(ϕn+2) + 1 = A2
n+2 cos

2(ϕn+3),

A2
n+1 sin

2(ϕn+2) = A2
n+2 sin

2(ϕn+3),

An+1 cos(ϕn+2) = −1.

(12.7)

Then, summation of them leads to

{
A2
n+1 − 2An+1 cos(ϕn+2) + 1 = A2

n+2,

An cos(ϕn) = −1.
(12.8)

Finally we get:
A2
n+2 = A2

n+1 + 3 (12.9)
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Fig. 12.1 Solution (left panel) and phase portrait (right panel) to (12.1) with given initial conditions

Then, from (12.8) and (12.9) it follows:

A2
n+2 = A2

n + 4

In other words, if the initial value is such that the hysteretic element “works”, then the
corresponding solution is unbounded. Results of numerical simulations are presented
in Fig. 12.1.

Note 1. Let us note that the solution oscillates and the rate of growth of amplitude
is proportional to

√
t .

Note 2. The theorem remains valid for other types of hysteretic nonlinearities.
The main requirement is the positiveness of the loop’s area.

12.2.2 Systems with Coulomb and Viscous Friction

“Natural” generalization of the system under consideration is the system with vari-
ous types of friction (namely, the Coulomb and viscous friction). The dynamics of
oscillator with a viscous friction can be described by the equation:

ẍ + 2bẋ + ω2x = R[α, β, ω0]x,
x(0) = x0, ẋ(0) = x1.

(12.10)

In the following consideration we assume that switching numbers of a non-ideal
relay are symmetric relative to the origin. Considering the dynamics of the solution,
it should be noted that once the amplitude of the solution becomes high enough, the
work of the friction force balances the energy obtained by the oscillator from the
hysteretic element. Let us consider two cases related to the different kind of the roots
of characteristic equation of the linear part of the (12.10).
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Let us consider (12.10) with a given initial conditions for these two cases:

ẍ+ + 2bẋ+ + ω2x+ = 1, (12.11)

ẍ− + 2bẋ− + ω2x− = −1. (12.12)

For the first case a solution to equation has the following form:

x+(t) = 1

ω2
+ C1 exp

[
t
(
−b −

√
b2 − ω2

)]
+ C2 exp

[
t
(
−b +

√
b2 − ω2

)]

(12.13)
Obviously, the term 1

ω2 is an asymptotic limit for this solution, and therefore, if the
inequalities α < 1

ω2 , β > − 1
ω2 are satisfied for some T , then the inequality x+ = −α

is obeyed too. Further dynamics will be determined by an equation with a value of
a non-ideal relay converter equal −α = −1. Reasoning in a similar way, it is easy
to establish that for some T1 the solution will take the value α. Taking into account
the fact that the equations are autonomous, the solutions obtained in this way will be
periodic. A period can be found using the following relations:

x+(t) = C1 exp (tλ1) + C2 exp (tλ2), (12.14)

x−(t) = C3 exp (tλ3) + C4 exp (tλ4), (12.15)

where

C1 =
(
1 + ω2

) (
−b + √

b2 − ω2
)

2ω2
√
b2 − ω2

,

C2 =
(
1 + ω2

) (
b + √

b2 − ω2
)

2ω2
√
b2 − ω2

,

C3 = −
(−1 + ω2

) (
−b + √

b2 − ω2
)

2ω2
√
b2 − ω2

,

C4 = −
(
1 + ω2

) (
b + √

b2 − ω2
)

2ω2
√
b2 − ω2

,

λ1 = λ3 = −b − √
b2 − ω2,

λ2 = λ4 = −b + √
b2 − ω2,

(12.16)

and the period of oscillations is determined by

T = π√
b2 − ω2

. (12.17)
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Let us consider the second case when the roots of the characteristic equation to
the linear part of (12.10) are complex conjugate. Then, the solution to the equation
with initial conditions can be written as follows:

x(t) = exp (−bt) [B cos(ωt) + C sin(ωt)] − 1

ω2
0

, (12.18)

where ω =
√

b2 − ω2
0.

Taking into account the initial conditions, we get:

− 1

ω2
0

+ 1 + ω2
0

ω2
0

√

1 +
(
b

ω

)2

exp (−bt) sin

⎡

⎣ωt + arcsin

⎛

⎝
1

√

1 + (
b
t

)2

⎞

⎠

⎤

⎦ = 1.

(12.19)
A half period can be defined as a solution to a transcendental equation (12.19). A

solution and phase portrait are shown in the following Fig. 12.2.
Note that for a given value of the parameter b = 1, a bifurcation occurs. Such a

bifurcation corresponds to a change in the period (see Fig. 12.3).

Fig. 12.2 Solution (left panel) andphase portrait (right panel) to (12.10)with given initial conditions

Fig. 12.3 Oscillations in the system (12.10) at b = 0.9 (left panel) and b = 1.1 (right panel)
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Fig. 12.4 Solution (left panel) and phase portrait (right panel) to the system (12.20) at η = 0.5

The dynamics of the oscillator with the Coulomb friction under external hysteretic
affection is described by the equation:

ẍ + ηsign(ẋ) + x = R[α, β, ω0]x (12.20)

Multiplying both sides of (12.21) by ẋ , and integrating over the period T we obtain:

T∫

0

1

2

d

dt
(ẋ2 + x2)dt = −

T∫

0

ηsign(ẋ)ẋdt +
T∫

0

ẋ R[α, β, ω0]xdt, (12.21)

ΔE = −η

T∫

0

|ẋ |dt + Sp. (12.22)

From the (12.22) it follows that the energy gain ΔE will be positive if the work of
friction forces will be smaller than the loop’s area Sp (otherwise it will be negative).
Thus, the considered system can be treated as a system with the negative feedback.
Let us note that at steady-state regime the condition 2(xmax − xmin)η = Sp is satisfied.
This means that the amplitude of the oscillation is such that the work of frictional
forces on the period is equal to the loop’s area. These results are illustrated inFig. 12.4.

As it can be seen from the presented results, a harmonic oscillator with Coulomb
and viscous friction under hysteretic external force significantly differs from the
“classical” model of a harmonic oscillator, where, regardless to initial conditions,
the damped oscillations in the vicinity of equilibrium point take place.
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12.2.3 Frequency “trapping” in the System with Relay
Nonlinearity: The Small Parameter Method

Synchronization of periodic self-oscillations by a harmonic external force has been
a long-studied phenomenon, which can be formulated as follows. As soon as the
frequency of the external excitation becomes close to the frequency of free self-
oscillations, synchronization (“trapping”) of the frequency occurs. Let us consider a
self-oscillating system with one degree of freedom, which is under periodic external
force with a frequency ω (we consider the case where this frequency is close to the
frequency of free self-oscillations).

ẍ + 2bẋ + ω2
0x = R[α, β, ωr ]x + B1 sinωt . (12.23)

To analyze the dynamic features of such a system, the small parametermethod is used
[10], which allows to make an identification of the process of frequency “trapping”
(the frequency of external harmonic force) by an autonomous systemwith hysteresis.
To do this, we rewrite the original (12.23) in the form:

ẍ + ω2
0x = ε (−2bẋ + R[α, β, ωr ]x + B1 sinωt) , (12.24)

where ε is a small parameter. The solution to this equation can be written in the
following standard form:

x = A cosψ + εu1 (A, ψ) + · · · , (12.25)

where ψ = ωt + ϕ(t), and u1 (A, ψ) are unknown functions which do not contain
resonance frequencies; A and ϕ are the amplitude and phase, respectively, which
satisfy the following equations:

Ȧ = ε f1 (A, ϕ) + . . . ; ϕ̇ = −Δ + εF1 (A, ϕ) + · · · , (12.26)

and Δ = ω − ω0 is the frequency difference. F1, f1 are unknown functions that are
to be determined from the condition of the absence of resonant terms in the function
u1. Substituting the general form of the solution into the original equation, taking into
account the equations for the amplitude and phase and using the described definitions
we obtain for ẋ and ẍ :

ẋ = Ȧ cosψ − A sinψψ̇ + εu̇1ω; (12.27)

ẍ = Ä cosψ − 2 Ȧ sinψψ̇ − A cosψψ̇2 − A sinψψ̈ + εü1ω
2. (12.28)

Substituting the obtained expressions in the left side of the (12.24), and using (12.25)
and (12.26) we get:
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ẍ + ω2
0x = Ä cosψ − 2 Ȧ sinψψ̇ − A cosψψ̇2 − A sinψψ̈ + εü1ω2+

+ω2
0A cosψ + ω2

0εu1 = εü1ω2 + ω2
0εu1 − (

2 Ȧψ̇ + Aψ̈
)
sinψ+

+ (
Ä − Aψ̇2 + ω2

0A
)
cosψ =

= εü1ω2 + ω2
0εu1 − (

2ε f1 (−Δ + εF1) + Aε Ḟ1
)
sinψ+

+ (
ε ḟ1 − A(−Δ + εF1)

2 + ω2
0A

)
cosψ.

(12.29)

For the right side of the (12.24) we obtain in the same manner:

ε (−2bẋ + R[α, β, ωr ]x + f (t)) =

= ε
(
R[α, β, ωr ]x − 2b

(
Ȧ cosψ − A sinψψ̇ + εu1ω)

) + f (t)
) =

= ε (R[α, β, ωr ]x − 2bε f1 cosψ + 2bA (−Δ + εF1) sinψ + εu1ω + f (t)) .

(12.30)
Equating the terms of the same order of smallness in the right and left parts, we
obtain the equation for determining the unknown function u1:

ω2 ∂2u1
∂ψ2

+ ω2
0u1 =

(

2ω0 f1 − A
∂F1

∂ϕ
Δ

)

sinψ +
(

2ω0AF1 − A
∂ f1
∂ϕ

Δ

)

cosψ−

− AR[α, β, ωr ]x cosψ + f (t).
(12.31)

From the condition of the absence of resonant terms in the function u1(A, ψ)

(factors at harmonic functions are equal to zero) we obtain the following equations
for the unknown functions F1 and f1:

2 f1 − A
Δ

ω0

∂F1
∂ϕ

= −2bA − B1
ω

sin ϕ; 2AF1 + Δ

ω0

∂ f1
∂ϕ

= AR[α, β, ωr ]x − B1
ω

cosϕ.

(12.32)
The particular solution to this system is:

f1 = −bA − B1 sin ϕ

ω + ω0
; F1 = R[α, β, ωr ]x

2
− B1 cosϕ

A(ω + ω0)
. (12.33)

In the first approximation in ε from (12.33) and (12.26), taking into account the
condition u1(A, ψ) = 0 we get:

Ȧ = −bA − B1 sin ϕ

ω + ω0
, ϕ̇ = −Δ + R[α, β, ωr ]x

2
− B1 cosϕ

A(ω + ω0)
. (12.34)

The numerical values of the amplitude and phase are presented in Fig. 12.5. In
Fig. 12.6 we present the amplitude-phase portrait as well. The amplitude-phase
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Fig. 12.5 Aplitude (left panel) and phase (right panel) versus time for the following parameters:
b = 0.5, B1 = 1, ω0 = 1, ω = 1.2, α = −β = 1, ωr = 1

Fig. 12.6 Aplitude-phase
portrait for the system under
consideration with the
parameters as in Fig. 12.5

portrait of the system (12.34) is characterized by complex behavior, with many
self-intersections.

In Fig. 12.7 we present the numerical solution to the system (12.23) together with
the time dependence of the disturbing force, as well as the behavior of the system
without external excitation.

As follows from the presented numerical results, the solution to the system
becomes not-smooth while switching of a non-ideal relay takes place function. Ana-
lyzing the obtained solution, it can be noted that it contains harmonics of a smaller
amplitude in addition to themain harmonics. Note that the synchronization of the fre-
quency of free self-oscillations with the frequency of external force also takes place
for systems containing hysteretic nonlinearity. As the amplitude of the external force

Fig. 12.7 Left panel: numerical solution to the system (12.23); Middle panel: time dependence of
the disturbing force; Right panel: system behavior without external force
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Fig. 12.8 The frequency
“trapping” domain

increases, the frequency interval (Δ) increases too (at this interval the frequency
“trapping” takes place). Figure12.8 presents the dependence of the amplitude of
the external force on the frequency of the periodic force, at which the frequency
“trapping” occurs.

12.3 Oscillator Under Hysteretic Force with Random
Parameters

12.3.1 Non-ideal Relay with Random Parameters

Consider a non-ideal relay (a detailed description of this and other hysteretic con-
verters, as well as their properties in the case of deterministic parameters, are given
in the classical book of Krasnosel’skii and Pokrovskii [9]), in which the switching
numbers are not fixed, but are treated as random variables with absolutely continu-
ous distribution function. Concerning these random variables, wemake the following
assumption: the probability density of each of the switching numberswill be assumed
to be finite with non-intersecting supports. We denote these switching numbers as
ϕα(u) and ϕβ(u). We will consider the case when the supports of the function ϕα(u)

and ϕβ(u) are contained in the intervals [u−
α , u+

α ] and [u−
β , u+

β ], respectively.
Following the basic ideas presented in [9] (as well as, following the terminology

presented in this book), the dynamics of the input-output relations for the operator
of a non-ideal relay with random switching numbers is determined by two rela-
tions, namely: “input-state” and “state-output”. We assume that all permissible con-
tinuous inputs are given on the non-negative semi-axis (t > 0) (the input-output
relation for this converter R has the form x(t) = R [t0, x0, α, β] u(t), (t ≥ t0)).
The space of possible states of such an operator is defined as Ω = Ω(ω, p, u),
(ω = 0, 1, 0 ≤ p ≤ 1,−∞ < u < +∞).
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The variable state of the converter R
[
(1; p0); x0;ϕα(u);ϕβ(u)

]
u(t) is a random

value that takes the value 0with probability (1 − p(t)) and a value of 1with probabil-
ity p(t). In other words, it can be presented as a pair {1; p(t)} (here the second output
component corresponds to the probability that at the time t the first component is 1).
The output of this converter is a random function x(t) (Markovian process) taking
a value of 1 with probability p(t). The rule that determines the value of probability
p(t) will be given below.

12.3.1.1 Definition of Input-Output Relation for a Non-ideal Relay
with Random Switching Numbers

Following the classical scheme proposed in [9], we give the definition of the input-
output relation by means of a three-step construction:

• At the first step we define the input-output relation on the monotonic inputs only;
• At the second step, using the semi-group identity, the input-output relation is
defined for all piece-wise monotonic inputs;

• At the third step, using the special limit construction, the corresponding converter
will be defined for all monotonic inputs.

We define the operator R on the monotonic inputs. Let us assume that at the initial
time point t0 (to simplify the calculations, we assume that t0 = 0) the operator R is
in the state 1; p0; u0 ∈ Ω, (u(0) = u0). Let the input u(t) be a monotonic increase,
then for the time t > 0 the output is x(t) = {1; p(t)} where

p(t) = max

⎧
⎨

⎩
p0;

u(t)∫

−∞
ϕβ(u)du

⎫
⎬

⎭
. (12.35)

The semi-group identity for the operator R immediately follows from the defini-
tion. Let t1 be an arbitrary moment of time satisfying the inequality 0 < t1 < t , then
the semi-group identity for the operator of a non-ideal relay has the form:

R
[
t0; p0; u0;ϕα;ϕβ

]
u(t) = R

[
t1; R

[
t0; p0; u0;ϕα;ϕβ

]
u(t1); u(t1);ϕα;ϕβ

]
u(t).

(12.36)
To define an operator on the piece-wise monotonic inputs (in the case of a finite

interval [0, T ]), we break this interval by points t1, t2, . . . , tn into intervals of mono-
tonicity. On each of them we define the corresponding operator as an operator on a
strictly monotonic input whose initial state will be defined as the state at the instant
corresponding to the “last” change in the behavior of the input.

To determine the operator R on continuous inputs, we use the following limit con-
struction. Let u(t)(t ∈ [0, T ]) be an arbitrary continuous input. Let us consider an
arbitrary sequence of piece-wise monotonic inputs un(t), (n = 1, 2, ...) that con-
verges uniformly to each element of this sequence u(t). A single-variable state
pn(t), (n = 1, 2, ...) will form a sequence of state variables pn(t), (n = 1, 2, ...).
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Let us prove that the sequence pn(t), (n = 1, 2, ...) converges uniformly. We esti-
mate the absolute value of the difference:

|pn(t) − pm(t)| ≤ max
t

∣
∣
∣
∣
∣
∣

un(t)∫

−∞
ϕα(u)du −

um (t)∫

−∞
ϕα(u)du

∣
∣
∣
∣
∣
∣
= max

t

∣
∣
∣
∣
∣
∣
∣

um (t)∫

un(t

ϕα(u)du

∣
∣
∣
∣
∣
∣
∣

.

(12.37)
Since the function ϕα(u) is continuous, and because of uniform convergence also

lim
n,m→∞max

t
|un(t) − um(t)| = 0,

as well as, using the mean value theorem:

max
t

∣
∣
∣
∣
∣
∣
∣

um (t)∫

un(t

ϕα(u)du

∣
∣
∣
∣
∣
∣
∣

≤ max
t

ϕα(t) [un(t) − um(t)]

the right-hand side of the inequality (12.37) tends to zero. Thus, the sequence
of probabilities pn(t) is fundamental (the continuity is obvious), then there is
lim
n→∞ pn(t) = p(t), which is comparable to an arbitrary continuous input u(t).

12.3.1.2 Monotonicity of a Non-ideal Relay with Random Parameters

Let us consider the monotonicity property for the constructed converter. We deter-
mine the monotonicity with respect to the initial state of the non-ideal relay: if
{u(t0, x0}, {v(t0, y0} ∈ Ω(α, β), x0 ≤ y0 and u(t) ≤ v(t) (t ≥ t0), then we have:

R [t0, x0, α, β] u(t) ≤ R [t0, x0, α, β] v(t) (t ≥ t0).

This property can be used as the definition of a non-ideal relay. In order to use
it, we define the outputs corresponding to monotonic inputs. Applying a semi-group
identity, we define the outputs for piece-wise monotonic inputs. Further, this relation
is extended by means of the special limit construction to all monotonic inputs. In
this case, this relation will be the exclusive. We can also note a natural monotonicity
in the switching numbers. With respect to the modified operator of a non-ideal relay
with random parameters, the analogue of monotonicity can be presented in the form
of the following theorem.

Theorem 12.1 Let p{x01 = 1} ≥ p{x02 = 1} and x1(t) ≥ x2(t). Then for any t:
p{x1 = 1} ≥ p{x2 = 1}.
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12.3.2 Dynamics of a System Under Non-ideal Relay with
Random Parameters

In order to show the action of the developed operator on the real physical system
let us consider the simple oscillating system under hysteretic force with random
parameters. Such a simple system is considered in [23, 24] and the external force has
the form of a non-ideal relay with inversion of the switching numbers. One of the
main results of these studies is the existence of unlimited solutions, namely, if the
initial conditions are such that the hysteretic operator is triggered at the first cycle of
oscillations, then the corresponding solution is unlimited, while the growth rate of
the amplitude is proportional to the square root of time. Let us consider an analogous
system with a non-ideal relay with switching numbers distributed according to an
even-dimensional law. The equation ofmotion togetherwith the corresponding initial
conditions has the following form:

ẍ(t) + ω2x(t) = R[t0; p0; u0;ϕα;ϕβ]x(t),

x(0) = x0, ẋ(0) = x1.
(12.38)

To implement the numerical solution of the system (12.38), it is necessary to
generate a set of random values corresponding to the switching numbers. Let us
consider the case when ϕα(u) and ϕβ(u) corresponds to the uniform distribution law
for α and β. For definiteness, we will assume that these functions correspond to
uniform distributions in the intervals [−1.5,−0.5] and [0.5, 1.5], respectively. The
solution of the system (12.38) can be obtained by specifying the initial conditions and
the values of the switching numbers corresponding to the non-ideal relay. At each
period, the switching numbers are selected from the corresponding distributions with
the initial conditions for the next realization corresponding to the values of the phase
coordinates obtained at the previous step. Using the described algorithm, a solution
to the system (12.38) is obtained and the corresponding law of motion together with
the phase portrait are shown in Fig. 12.9. Let us note, that non-smooth character of
the phase portrait is caused by the hysteretic nature of the external excitation, as well
as the random nature of the parameters of a non-ideal relay.

The following theorem characterizes the dynamics of the system (12.38).

Theorem 12.2 Let us suppose that the supports of the function ϕα and ϕβ do not
intersect. Then lim

t→∞ x(t) = ∞, that is the amplitude tends to infinity with probability

equals to 1.

The proof of this theorem follows from the fact that the area of the minimal
hysteretic loop is positive Smin > 0, as a consequence, the amplitude value at each
cycle satisfies the inequality:

A2
n(t) ≥ nSmin.
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Fig. 12.9 Solution (top
panel) and phase portrait
(bottom panel) for the
system (12.38)
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We also note that under the conditions of the theorem, the rate of growth of the
amplitude with probability 1 is proportional to the square root of time.

12.4 Hysteresis in Discrete Sine-Gordon Model

12.4.1 Bouc-Wen Model

Dependencies of hysteretic type are determined by input-output correspondences,
when the output depends not only on the instantaneous value of the input, but also on
its behavior in the precedingmoments of time (memory effect).Mathematicalmodels
of mechanical properties of many building materials, such as reinforced concrete,
steel, wood, as well as the damping materials, usually include a nonlinear hysteresis
mechanism that takes into account the restoring properties of these structures.
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Fig. 12.10 Visualization of
the Bouc-Wen model

Mathematicalmodels of hysteresis-type phenomena are rather diverse and include
both design models (backlash, stop, non-ideal relay, as well as their continuous
analogues, namely the Ishlinskii and Preisach models [9]), and phenomenological
models (S-converter, Duhem model, Bouc-Wen model, etc. [1, 5, 7, 14, 29]). In this
paper, we focus on the phenomenological approach based on the Bouc-Wen model
for describing the hysteresis nonlinearity [2, 7, 23].

Let us consider the equation of motion of a single-degree-of-freedom (Fig. 12.10)
system:

μü(t) + F(u, z) = f (t), (12.39)

where μ is the mass, u(t) is the displacement, F(u, z) is the restoring force and f (t)
is the excitation force (hereafter the overdot indicates the derivative with respect
to time). Following the Bouc-Wen approach the restoring force is presented as (the
corresponding function depends on the input and output states)

F(u, z) = αku(t) + (1 − α)kz(t). (12.40)

From (12.40) it follows that the restoring force F(u, z) can be divided into elastic
and hysteretic parts, where k is the yielding stiffness, α is the ratio of post-yield to
pre-yield (elastic) stiffnesses and z(t) is the non-dimensional hysteretic parameter
that satisfies the following nonlinear differential equation with zero initial condition
(z(0) = 0):

ż(t) = [
A − |z(t)|n(β + sign (z(t)u̇(t)) γ )

]
u̇(t), (12.41)

where, A, β, γ and n are non-dimensional parameters controlling the behavior of the
model and sign(·) is the standard signum-function. For small values of the positive
exponential parameter n the transition from elastic to post-elastic branch is smooth,
whereas for large values of this parameter the transition becomes abrupt, approaching
that of a bilinear model. Parameters β and γ control the size and shape of the
hysteretic loop.Thus, such amulti-parametermodel describeswide class of hysteretic
systems [2, 7, 23].
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12.4.2 Discrete Sine-Gordon Model with Hysteretic
Nonlinearity

The most well-known and well-studied equations in mathematical physics are equa-
tions describing the propagation ofwaves in a linearmedium. For a nonlinearmedium
with hysteresis properties, there are no ready-made methods for solution of such
equations.

One of the interesting results of the analysis of wave propagation processes in
nonlinear media is the existence of soliton solutions—solitary waves behaving like
particles. One of the models that has a soliton solution is the sine-Gordon system.
This system can be presented as a chain of nonlinear pendulums with elastic torsion-
tied links. This model is widely used both in biology and in physics. This system has
many applications, including the propagation of crystal defects and domains in fer-
romagnetic and ferroelectric materials, the propagation of splay waves on biological
(lipid) membranes, one-dimensional model of elementary particles and propagation
of magnetic flux quanta in the long Josephson junction [17].

In what follows we consider a mechanical system with hysteretic links [12, 25].
The physical model of such a system is shown in Fig. 12.11. It is a chain of identical
pendulums strung on a string and connected by springs [15]. Pendulums oscillate
transversely to the direction of the chain. The principal feature of the mechanical
system under consideration is that the backlash-type hysteretic nonlinearity [24]
is included in the connection between two neighboring pendulums. This system is
a modification of the classical mechanical sine-Gordon system and can be called
hysteretic sine-Gordon system.

Let μ be the mass of the pendulum, μl2 is the moment of inertia, l is the length,
and κ is the torsion constant of the spring. When the deviation of the pendulum with
number m from the equilibrium point by an angle θm takes place, the gravitational
force moment −μgl sin θm acts on the pendulum alongside the torsional moment
acting on the side of adjacent springs −κ(θm − θm−1) + κ(θm+1 − θm). Since the
hysteretic nonlinearity is included in the system, the equation of motion can be
presented as:

Fig. 12.11 Hysteretic
sine-Gordon system model
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

μl2θ̈m = −μgl sin θm + ωl
m + ωr

m,

ωl
m = L[ωl

m(t0); ylm(t0)]ylm(t),

ylm = −κ(θm − θm−1),

ωr
m = L[ωr

m(t0); yrm(t0)]yrm(t),

yrm = κ(θm+1 − θm),

(12.42)

where the time-dependent outputsωl
m, ωr

m and inputs ylm, yrm (these inputs are the cor-
responding moments affecting single pendulum from the left and right sides relative
to neighbor pendula, respectively) are the corresponding outputs and inputs for the
physically realizable converter L[·] in the frame of Krasnosel’skii and Pokrovskii
approach [9], and ω...

m (t0), y...
m (t0) are the corresponding initial states (output and

input, respectively) of the converter.

12.4.3 Numerical Results

It is known that the operator interpretation of the hysteretic nonlinearity implies the
non-smoothness of the corresponding operator. Therefore, in our numerical simula-
tion we use the approach to hysteresis based on the Bouc-Wen phenomenological
model. In this case, the sine-Gordon system with the hysteretic nonlinearity in the
links takes the following form:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

μl2θ̈m = −μgl sin θm − ακ(θm − θm−1) − (1 − α)κzlm+
+ακ(θm+1 − θm) + (1 − α)κzrm,

żlm = (
A − |zlm |n {

β + sign
[
zlm(θ̇m − θ̇m−1)

]}
γ

)
(θ̇m − θ̇m−1),

żrm = (
A − |zrm |n {

β + sign
[
zrm(θ̇m+1 − θ̇m)

]}
γ

)
(θ̇m+1 − θ̇m).

(12.43)

We performed the numerical simulation of the dynamics of themechanical system
described by (12.43). Namely, we obtained the numerical solutions to the Cauchy’s
problem for (12.43) using the 4-th order Runge-Kutta method (our numerical results
obtained using MATLAB� system). For example, for results presented in Fig. 12.12
(right panel) the model time is t = 200 and the corresponding time-step is h = 0.1.
In such a system appearance of soliton-like solutions is expected (in the samemanner
as for the classical sine-Gordon system). The solitary wave, which is the solution
to (12.43), is treated as a dynamical object that retains energy for a long time. The
chain has a finite length m = 100 (we recall that we consider a discrete system), and
its ends are fixed. The initial conditions for pendulums

θ1(t0), θ̇1(t0), θ2(t0), θ̇2(t0), . . . , θm−1(t0), θ̇m−1(t0), θm(t0), θ̇m(t0)
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Fig. 12.12 Simulation of the collision of two soliton-like solutions without hysteresis (left panel)
and with hysteresis (right panel) in the links

generate a family of solitonic solutions moving with different velocities along the
(m, t)-planewith reflection at the ends of the chain (m = 1,m = 100). For the param-
eters of the hysterestic blocks formalized by means of the Bouc-Wen model, zlm(t0),
zrm(t0), the initial conditions are zero by default.

Let us have a look on the dynamics of two solitonic solutions launched from oppo-
site ends of the chain, as shown in Fig. 12.12. The corresponding initial conditions

θ1(t0) = 2π, θ̇1(t0) = 1, θ2(t0) = 0, . . . , θ̇m−1(t0) = 0, θm(t0) = 2π, θ̇m(t0) = 1

generate two pulses, moving towards each other. During the simulation, two soli-
tary waves collide in situations without (α = 1, left panel) and with (α = 0.75, β =
0.1, γ = 0.9, right panel) hysteresis in the links. The interaction of two pulses can
demonstrate the nature of the colliding formations, since solitons interacting with
each other, show special properties (similar to particle behavior). As follows from
the numerical results presented in Fig. 12.12 (left panel), the dynamics of solutions
demonstrates all the properties of soliton-like objects (they do not change their shape
and speed). In the case when there are hysteretic connections between the pendulums
(right panel in Fig. 12.12), soliton-like solution changes the speed (as can be seen by
breaking the symmetry of the reflection process at the ends of the chain), retaining
its shape, as well as the nature of interaction.

In order to study the influence of hysteresis bonds in the system, we con-
sider the case in which the vibrations of 25th (θ25(t0) = 2π, θ̇25(t0) = 0) and 75th
(θ75(t0) = π, θ̇75(t0) = 0) pendulums are excited with the corresponding initial con-
ditions. Under these initial conditions, the oscillations of the corresponding compo-
nents are excited in the chain (Fig. 12.13 (left panel)). In the case when the hysteresis
in the links is taken into account (Fig. 12.13 (right panel)), spatial localization of
oscillations is observed.

Let us consider in more detail the evolution of the states of the components of the
chain (θ(t), θ̇ (t)) in the neighborhood of 25th and 75th pendulums. Figures12.14
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Fig. 12.13 Simulation of the dynamics of localized oscillations of pendulums in a chain without
hysteresis (left panel) and with hysteresis (right panel) in the links

Fig. 12.14 Phase portraits of 24th, 25th, 26s pendulums without hysteresis (left panel) and with
hysteresis (right panel) in the links. The input (right panel) shows the corresponding hysteretic loop
obtained as a solution to (12.41)

and 12.15 show the phase portraits for 24th, 25th, 26s, 74th, 75th, 76s pendulums,
respectively together with corresponding hysteretical loops (such loops are obtained
as a numerical solution to (12.41) of theBouc-Wenmodel). As follows from these fig-
ures, in the absence of hysteretic bonds (α = 1) the dynamics of pendulums demon-
strates a complex oscillatory structure. However, in the presence of hysteresis in
the bonds (α = 0.5, β = 0.1, γ = 0.9), the dynamics in the neighborhood of the
25th pendulum is regularized and the stable limit cycle can be seen. Note a similar
behavior for the 75th pendulum (Fig. 12.15).

Also, we investigated the influence of the hysteretic blocks in the connections
between pendulums by using the methods of spectral analysis. We performed the
Fourier transform for the 25th pendulum in the presence of hysteretic block (α =
0.5, β = 0.1, γ = 0.9) and without (α = 1) it. The corresponding results are shown
in Fig. 12.16. As it follows from the results presented in this figure, the oscillation
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Fig. 12.15 Phase portraits of 74th, 75th, 76s pendulums without hysteresis (left panel) and with
hysteresis (right panel) in the links. The input (right panel) shows the corresponding hysteretic loop
obtained as a solution to (12.41)

Fig. 12.16 The oscillation spectrum of the 25th pendulum without hysteresis (left panel) and with
hysteresis (right panel) in the link

spectrum changes after inclusion of hysteretic bonds. Thus we can conclude that
the hysteresis in such a system plays a role of a “filter” that quenches frequencies
corresponding to small-amplitude oscillations and releases the main frequency.

12.5 Conclusions

In this chapter we study the resonant properties of autonomous system in which the
energy “pumping” takes place due to the presence of a part with hysteretic prop-
erties. Unlimited solutions to differential equation corresponding to autonomous
system containing hysteretic part with inversion of switching numbers are investi-
gated. The cases of Coulomb and viscous friction for the system being considered
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and the occurrence of self-oscillatory regimes is established. We applied also the
small parameter approach to the problem of the frequency “trapping” in the system
under consideration. It is shown that the “trapping” band is uniquely dependent on
the amplitude of the external force.

Also we present a generalization of the classical hysteretic converter in the form
of non-ideal relay to the case when its switching numbers are randomly distributed
according to a corresponding law. The properties of this converter are established
(namely, the definition, together with the monotonicity), as well as the dynamics
of the simple mechanical system in the form of oscillator under hysteretic force
determined by a non-ideal relay with random parameters is considered.

Special attention was paid to the dynamics of an oscillatory system with many
degrees of freedom under conditions of hysteretic blocks in the coupling between the
individual parts of the system. This system can be classified as amodifiedmechanical
model of the sine-Gordon system in the case when the connections between the pen-
dulums contain a hysteretic nonlinearity. The hysteretic nonlinearity was formalized
bymeans of the Bouc-Wenmodel which allows a fairly simple numerical realization.
On the basis of numerical simulations, the dynamics of the solitonic solution for this
system was studied taking into account the hysteretic nature of the coupling. It was
demonstrated that the presence of hysteretic coupling leads to a change in the speed
of propagation of the solitary solution while maintaining the character of interaction
between various solitary solutions. Also, the results of numerical simulation demon-
strate the regularizing role of hysteresis bonds in the character of oscillatorymotions.
The filtering properties of hysteretic bonds are inferred from the spectral analysis of
the oscillatory motions of individual components of the system under consideration.
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Chapter 13
Drops and Bubbles as Controlled
Traveling Reactors and/or Carriers
Including Microfluidics Aspects

Manuel G. Velarde, Yuri S. Ryazantsev, Ramon G. Rubio, Eduardo Guzman,
Francisco Ortega and Antonio Fernandez-Barbero

Abstract Provided here is a succinct survey of significant features of theory and
experiments dealingwith drops or bubbleswhichmayact as traveling reactors ormere
carriers of appropriate payloads in microfluidic flows and devices. The units could be
the seat of inner or surface reactions, internal heat generation, phase transformations
or the like that provoke interfacial tension inhomogeneity and eventually controlled,
directed or self-propelled motion (Marangoni effect).

13.1 Introduction

Research on capillary phenomena and, in particular, the study and applications of
statics and dynamics of drops, bubbles and other systems like liquid bridges, had a
high momentum in the second half of the XXth century due to the availability of
space exploration related facilities. It was the time of so-calledmicrogravity research,
or better said research motivated by the availability of low effective gravity facilities
(in principle down to 10−6gEarth: drop tubes and towers, sounding rockets, aircraft for
parabolic flights, and the various space labs including the one in the Space station).
Then at the end of the century, a golden period came for the same fluid physics sub-
field with the availability of microelectronics and microelectromechanical (MEMS)
devices, surely also fostered by the needs of space exploration. These technologies
have been indispensable for the extraordinary development of microfluidics.

Microfluidics dealswith processing andmanipulating small amounts of fluid (sub-
nanoliters/picoliters/subfemtoliters: 10−9 to 10−18 L), using channels with dimen-
sions 10–100 m, manipulating small groups of molecules in space and time, using
fluids together with powders or the like (in the range 10 nm–10 μm or a bit bigger).
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Encapsulation (the simplest case is a gas bubble coated with a liquid film; more
complex and interesting for its functional applicability are items like chemical or
pharmacological payloads) and manipulation, chemical and otherwise, of bacteria
(like Escherichia colli, encapsulated in, e.g., a water-in-oil drop), single cells (e.g.,
mammalian cells), individual subcellular organelles or singlemolecules, hence drops
acting as “reactors”, subsequently permitting controlled release of “active” agents
(the encaged payloads) and thus used as traveling delivery carriers for nutrients, fra-
grances, drugs, etc., moving in another inert carrier fluid are of current technology
in the food processing, cosmetics industry, detergent and pharmaceutical industries
and medical care sectors [2, 5, 10, 14, 17, 19, 30, 35–37, 40]. Mixing of encaged
reagents in a drop permits reaction kinetic studies.1

High surface-to-volume ratios are key in defining fluid and flow characteristics
at the microscale. Of equal importance is the effect of those ratios on diffusion-
assisted heat and mass transfer in reactive processes for both homogeneous and
heterogeneous chemistry like gas-liquid-solid reactions in micro channels. Other
ratios of forces/stresses defining significant dimensionless groups are the ratio of
interfacial to viscous forces (capillary number) and the ratio of interfacial to inertial
forces/hydrodynamic pressure (Weber number). Specific definitions are provided
below when strictly necessary. Suffices to say now that for drops or bubbles both
such two ratios account for the possible role of deformability (due to motion) and
eventual breakage. Here to limit the length of our contribution to a reasonable size,
we shall disregard deformability indicating that –presumably due to lack of interest
on drops before microfluidics became fashionable– it has taken over two decades to
extend to deformable drops the work done, back in 1994, on undeformable drops by
two of the present authors [20, 23, 26–29, 34, 44, 45, 47, 49]. Yet another quantity of
interest is the capillary length (think about the size of drops or bubbles) which in the
presence of gravity, or some other body force (electric, magnetic, etc.), is the root
square of the ratio of interfacial tension to the body force. The aspect ratio drop’s
size/channel scale (say height) is also expected to be significant.

At micro level, long range correlations/influences are of utmost importance. No
human body or the like swimming in a pool expects to be affected by another swim-
mer separated by a distance of, say, 30 lengths of a typical body (say 50 m). It is
the opposite what matters in microfluidics where a “strong” correlation/influence
tends to exist between swimmers and with nearby boundaries/walls. Typical cases
already well documented are oil drop based systems composed of water, oil and sur-
face active agents (in short, surfactants). Oils are generally lighter than water and of
higher shear/dynamic viscosity η (generally ηoil > ηwater = 103 Ns/m2; dilatational

1Micro = 10−6, nano = 10−9, pico = 10−12, femto = 10−15; microfluidic drops/picoliter volumes
with sizes up to 100 μm, velocities in the range 1–10 μm/s (or higher). The molecular volume of
a “hard” sphere is about 11.25 Angstroms, a water molecule is about 30 Angstroms (1 Å = 10−10

m = 0.1 nm, 1 nl = (102 μm)3), a typical colloidal particle radius is 0.1 m having 1012 times the
mass of a water molecule, a typical pollen grain radius is 10−5 m with a density 1 g/cm3. Warning:
for sizes below 1 μm, Brownian motion becomes significant eventually dominating the evolution
(a further comment on this below). There is also nanofluidics coming in with fluids moving along,
e.g., 102 nm and lower scale channels handling items in the range 1 Å–102 nm.
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viscosity is here neglected, more on this will be discussed later). Adding surfac-
tants may help preventing drop coalescence thus ensuring stability of single drops,
when the surfactant itself does not interact or exchange with the chemicals inside
a drop. However, drops are seldom completely sealed and molecules can traverse
in and out in their surface, particularly if this is a bilayer. Further, the surfactant
concentration can be used to tune the swimming behavior.2 The surface of the drop
is here assumed “infinitesimally” thin considering that its radius is much bigger than
the “surface width”. Experiments can last for hours with the possibility of creating
a large number of “identical” drops or bubbles. One possible design of a traveling
carrier (swimmer) is an “active” drop chemically reacting or phase transforming at
its surface or internally, with inhomogeneous in/out flux of surfactants, dissolving
with spontaneous motion at its surface or eventually splitting into smaller drops,
immersed in a solution of a reactive surfactant or illuminated leading to interfacial
tension inhomogeneity, change of pH, etc.

As a side remark, it seems worth mentioning that the permeability of soft particles
is of special interest for their use as microfluidic devices (such as valves in narrow
capillaries) as molecular carriers and local releasers, or as adjustable micro reac-
tors. For instance, polymer-gel micro particles are excellent systems as experimental
checkers, due to their ability to change their softness as a response to external trig-
gering signals. For charged Brownian particles, a simple electrophoretic mobility
experiment in which particle velocity is recorded after the application of an elec-
trical drag pulling force becomes very useful to access the permeability effects.
As a first approximation, a limit final velocity is reached after forces equilibration.
However, this very visual frame becomes more interesting when a redistribution
of ions by shielding and Donnan effects (around and inside the polymer network)
is applied. Experiments using charged polymer particles have shown a dramatic
influence of the polymer-network charge on the permeability and consequently, on
the particles dynamics. On the other hand, temperature-sensitive polymers (usually
Isopropylacrylamide-based polymers) allow a fine swelling control by acting directly
on the polymer solubility (temperature control). Additionally, the copolymerization
with acrylic acid allows the control of the network charge thought the bulk pH.
The effective charge (hydrodynamically manifested) depends on the activation of
acid groups responsible for the charge bared on the mesh, shielded by the counter
ions migrating from the polyelectrolyte surrounding bath. Those dragged counter
ions have proven to provoke additional mechanical propulsion of the fluid inside
the polymer mesh. The polymer network will thus act as a valve activated by the
external electric field, mediated by the counter ions migration. Neutral swollen poly-
mer particles show non-permeable behavior, with mobility decreasing as size rises.
However, for ionic (charged) swollen polymer particles, their mobility rises as size
makes larger, as a consequence of the counter ions migration. Though interesting

2Warnings: when drops approach each other in the hundred nanometer and lower separation range,
the carrier liquid may also prevent coalescence and rather foster aggregation of drops (ruling out or
just counteracting Ostwald ripening) if surface forces (Derjaguin-Casimir pressure, DLVO theory,
see, e.g., [38, 39] play a significant role (aggregation leading to a solid-like behavior of the compound
seems to physicochemically underly ALS and Alzheimer diseases).



258 M. G. Velarde et al.

enough, we shall not dwell further on these questions which are peripheral to the
main subject of this contribution.

It thus seems of clear need understanding the specific features of “swimming”
at the microscale, either directed/guided or self-propelled motions, for developing
microfluidic devices. At micro level, flow behavior is controlled by viscous rather
than inertial forces. Reynolds numbers, characterizing the ratio of inertial to viscous
forces, are quite low in microfluidics, Re = UL/v where U , L are typical scales
of the system and v is the kinematic viscosity or vorticity diffusivity; v = η/ρ

with ρ denotes density (when dealing with a drop or a bubble the usual length scale
would be the radius, say “a”). Flows can be initiated and developed by pressure
gradients, electric, osmotic/electroosmotic, magnetic, capillary forces, etc.3 If it is
the space scale that is small, like with the motion of a tiny drop or a micro swimmer,
it seems acceptable to consider it too small a size to affect the main carrier flow.
Thus microfluidics deals with creeping flows and/or motions of tiny objects, drops
or bubbles.4

Note also that, generally, when dealing with drops or just liquids in macroscopic
flows, as incompressibility is assumed, only the shear viscosity is introduced, hence
disregarding the dilatational viscosity. The latter is a measure of the viscous forces
which arise when a volume of fluid is compressed or dilated without change of shape.
In reality, the compressibility of liquids is not zero and the incompressibility may
not be a valid assumption for microfluidics. Indeed, the fractional change in volume
per unit increase in a pressure unit is such that for water at 25 °C is 46.4 ppm (parts
per million) or otherwise 46 × 10−6/atm; for ethyl alcohol is 110 × 10−6/atm, for
glycerin is 21 × 10−6/atm and for mercury is 4 × 10−6/atm.

In view of the above, turbulence is possible at macro level and never at the micro
level. This is the reason flow in blood capillaries is strictly laminar. On the other hand,
mixing at macro level is mostly a laminar or turbulent convective process whereas
at the micro level it is diffusive and hence at much smaller time and/or space scales.

Finally, it is also worthmentioning, as a side remark related to daily life, that creep
in any material causes the stress to be redistributed in such a manner that the more
highly stressed parts creep most. Creep in textiles and leather is one reason why our
clothes go out of shape and the knees of trousers get baggy. This is why used shoes are
more comfortable than the new ones. Therefore, the possible relevance of creeping
when dealing with flows in channels of elastic, plastic or other deformable material,
like when using polydimethylsiloxane (PDMS), in microfluidic chips, particularly
with curved regions.

3Warning: though low Reynolds number means that viscous drag is paramount this is compatible
with the carrier fluid itself being only of small viscosity.
4One more warning: please note that, for a given fluid, the ratio η2/ρ has units of force and any
object acted upon by such force will experience a Reynolds number of unity, independently of
its size. A drop or other, moving at low Reynolds number therefore experiences forces smaller
than η2/ρ which for water is about one nN. And yet another warning: continuous curved flows in
(particularly rectangular or the like) micro channels where the fluid tends to move outward around
the curve, with most of the times secondary flows arising, deserve a specific analysis not done here.
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13.2 Illustrative Typical Examples of Drop Creation, Drop
Motions and Microfluidic Manipulation

There is a huge diversity of microfluidic devices used in scientific and technological
applications, and it seems reasonable to just identify a few of the most common
ones. Set-ups can make use of pure mechanical means, or profit from illumination
affecting reaction (including phase transformations of, say, surfactants) sensitive to
a given color not just heat/infrared [1, 3, 4, 6, 7, 9, 11, 13, 15, 16, 21, 33, 35, 41, 46].
Figures 13.1, 13.2, 13.3, 13.4, 13.5, 13.6 and 13.7 illustrate processes ranging from
creation to (directed or self-propelled) transport of drops or bubbles, offering single
or multiple emulsions, etc.

Fig. 13.1 Ways of creating one or more types of drops of different sizes (using one or more fluids
to be dispersed) thus providing single or multiple emulsions in typical microfluidic devices with a
fluid playing the role of dispersible phase and another that of the carrier fluid as continuous phase:
single or double T -junctions with or without the addition of appropriate heating (T ), co/crossflow,
flow focusing, etc. Adapted from Seeman, et al. [35], with the permission of IOP Publishing
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Fig. 13.2 Ways of mixing fluids inside a drop by either previously merging two separate drops
(upper panel) or by just appropriately adding a second item on an already traveling drop (lower
panel). Adapted from Seeman et al. [35], with the permission of IOP Publishing

Fig. 13.3 Ways of illumination of a drop with alternative consequences (schematic). Light beam
crossing a transparent drop midway (left panel) or by the side (lower panel). In the former the drop
is pulled towards the light source while in the latter it is the opposite. Reprinted with permission
from [33]. Copyright (2004) by the American Physical Society

Fig. 13.4 Caging, transporting and arresting a drop in a microfluidic channel with wavelength in
the infrared (IR) hence with appropriate heating. Water drops (Qwater ) are emitted in (hexadecane)
oil carrier continuous phase fluid at the extreme left T -junction (Q(1)

oil ). The total flow rate is adjusted

downstream by a second oil entry (Q(2)
oil ). The “caged” drop is trapped by the IR laser light (absorbed

only by the water) in the dashed rectangular section while oil can flow into the bypass. Estimates
of the thermocapillary force needed to block a drop indicate orders of magnitude higher than those
generated from electric fields or optical tweezers. Too high Q flows and/or too fast moving drops or
too narrow channels may jeopardize the described process whatever the laser light power. Reprinted
with permission from [46]. Copyright (2009) American Chemical Society
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Fig. 13.5 Handling of a bubblewith a laser beam and thermocapillarity. Upper panel: The left figure
schematizes the creation and detachment of a bubble at a wall. The righ figure illustrates how once
the bubble is centered in the space it can be suspended by the combined action of forces in balance. In
the lower panel such forces involved appear either straight along the vertical or with inclination thus
profiting of refringence across the bubble. Subscripts Mu , Md and B denote, respectively, up, down
and buoyancy (M stands for thermocapillarity, aka Marangoni force). Adapted from Takehuchi,
et al. [41] with the permission of Taylor and Francis

Figure 13.5 illustrates how light can be used to detach, move and suspend bubbles,
as a variation on one of the pioneering experiments of similar kind [50]. After its
creation at a wall (either above, below or on either side of the container) a bubble is
forced to detach moving to the center region. Then once it is centered in the space it
can be suspended by the combined action of thermocapillarity and buoyancy.

Another device using light beams of appropriately different wavelengths is
depicted in Fig. 13.6 [1, 3, 46]. Depending on wavelength there is phase trans-
formation of photosensitive azobenzene (azoTAB) surfactant molecules from trans
to cis configuration or vice versa, with each configuration offering opposite role to
the other in interfacial tension alteration. Such cis–trans isomerization of azoTAB
units has also been used by several authors [7, 15] for moving olive oil droplets along
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Fig. 13.6 Light beam illuminating an opaque oil drop (greenish) immersed in an aqueous solution
(orange-like). a phase transformation of photosensitive azoTAB from trans (its presence increases
interfacial tension on the oil drop) to cis configuration (lowers interfacial tension here denoted
with γ) and vice versa according to the color used (visible λ = 475 nm, UV λ = 365 nm), b side
view of the experimental set-up with an oil drop covered with azoTAB surfactant –black film-
floating on an aqueous solution where illumination alters interfacial tension of the former, c top
view of the set-up depicting expected flows, in the oil drop and in the aqueous solution, due to
interfacial tension gradients that depend on light color (so-called chromocapillary effect due to
the trans–cis transformation), d Illustration of the direction of motion according to the light color
used and hence according to the role of the concentration of the corresponding surfactant molecule.
Adapted from [7]. Copyright (2009), with permission from John Wiley and Sons

the direction parallel to a surface. In this particular case, the change of the surface
wettability of the calix[4]resorcinarene derivative having photochromic azoTAB
units attached to the substrate leads to the required gradient for liquidmotion. Further,
similar effect was obtained using a chemical gradient induced by photo degradation
of the surface [16].

Yet another device using light of appropriate color thus leading to interfacial ten-
sion gradient-driven controlled, directedmotion is shown in Fig. 13.7. It is denoted as
chromocapillarity or photochemopropulsion related to pH conditions [4, 9]. Amicro-
liter drop of dichloromethane (DCM), with a suitable mixture of 2-hexyldecanoic
acid (HDA) and chromo-ionophore (CI), is motionless, floating in a channel of yel-
low protonated merocyanine (MCH+–SO3

− solution) under the initial pH condition
(pH = 5). Upon irradiation with white light, in kind of photo-modulation of pH,
MCH+–SO3

− reverts to SP–SO3
− (radical from water soluble spiropyran sulfonic

acid), releasing free H+ (pH= 3.4). Under this acidic condition, the (conjugated acid,
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Fig. 13.7 Schematic representation of the role of illumination, change in pH leading toMarangoni-
driven directed motion and arrest of a drop. a Amicroliter drop of DCM, with a suitable mixture of
HDA and CI [volumen1:1, molar excess HDA: CI about 170:1], is motionless, floating in a channel
(l, w, h: 5.5 cm, 2 mm, 1 mm) of MCH+–SO3

− solution under the initial pH= 5. bUpon irradiation
with white light, MCH+–SO3

− reverts to SP–SO3
− releasing free H+ (pH = 3.4). Under this acidic

condition, the CI–H+ ion migrates into the aqueous phase and the drop moves directed away from
the light source, hence from the low pH to the high pH regions (pH = 5). Then the drop stops there.
Reprinted from [9]. Copyright (2014), with permission from John Wiley and Sons

lipophilic cationic surfactant; charged head and lyophilic tail) CI–H+ ion migrates
into the aqueous phase, generating a drastic local increase in interfacial tension, and
the drop moves spontaneously away from the light source, hence from low pH to
high pH regions (recall initially pH = 5). Then the drop stops in the region of high
interfacial tension at the extreme right of the channel, at which it re-encounters the
pH of initial condition of the extreme left of the channel.

Finally, another worth mentioning device is one where four intersecting channels
forming a microfluidic network have three of them ended at platinum (Pt) gauze
electrodes that protruded the surface of a solution [11]. The fourth channel ended
at a reference electrode (saturated calomel electrode) and a Pt counter electrode
submerged beneath the surface of the solution. The authors were able to pump drops
of a nematic liquid (used to visualize motions with crossed polarizers due to their
birefringence). The application of oxidizing and reducing potentials, respectively,
to any two of the three Pt electrodes permitted pumping drops between them with
velocities in accordance with the applied voltage.
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13.3 Spontaneous Broken Symmetry Due to Competing
Forces and the Role of Surfactants

For standard liquids, flow motion proceeds from the hot (low surface tension) to the
cold (high surface tension) region. This also occurs when there is a surfactant concen-
tration gradient. Added to earlier figures where this phenomenon has been depicted,
Figs. 13.8, 13.9 and 13.10 provides further illustration of possibilities. The flow away
from the front of the drop brings surfactant molecules to the rear where they tend
to accumulate. This tendency is counteracted to some extent by diffusion, though a
rather slow process, that tends toward a uniform surfactant distribution. The inter-
facial tension gradient tends to restore the interface to its uniform equilibrium state
and this engenders flow in the proximity to the interface. This is called Marangoni
flow or otherwise Marangoni effect. Surfactants also play a significant eventually

Fig. 13.8 Drop motions and flows in the presence of a temperature gradient or a surfactant con-
centration gradient. Left two panels: a oversimplified view of the expected motion with velocity
U, b surface tension (f TC) and drag forces (f visco) in competition determine flow fields outside
and inside the drop. Center panels: drop motions for two temperature dependences of the surface
tension σ = σ0 + (dσ/dT )

(
T − Tre f

)
and σ = σ0 + (1/2)

(
d2σ/dT 2

)(
T − Tre f

)2 [12], above
and below respectively (Tre f is a reference temperature but to make life easy T+, T, T1, T2 are used;
for standard liquids (dσ/dT ) could be in the range 1 mN/mK–1 nM/mK and thermocapillary force
(a.k.a. Marangoni force) could be in the range 0.1 μN). Reprinted from [31], Copyright (2017),
with permission from Elsevier. Extreme right panel: role of the adsorption of a micelle (a spherical
aggregate of surfactant molecules) in creating, U , that spreads the surfactant molecules over the
drop’s surface thus propelling the drop in the direction toward the adsorption site. Adapted from
[34], with the permission of AIP Publishing
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Fig. 13.9 Dielectrophoretic induced motion of drops. Adapted from Seeman, et al. [35], with the
permission of IOP Publishing

Fig. 13.10 Direct role of pH gradient. Stage 1: an oil drop (yellow) coated with a surfactant film
(blue) immersed in an aqueous solution (grey). Stage 2: surfactant molecules start entering the oil
and at opening sites hydrolysis occurs (red circles) thus allowing water to also enter the drop. Stage
3: spontaneous broken symmetry occurs and flow motions (arrows inside and outside of the drop).
Surfactant molecules move along the surface of the drop and hydrolysis is further enhanced. There
is also surfactant leaving the surface and accumulating at the rear pole of the drop thus creating a
low pH region (green). Reprinted with permission from [13]. Copyright (2007) American Chemical
Society

dominating role in quite many situations thus creating flow motions and for drops or
bubbles controlled, directed motions and even autonomous self-propulsion. Indeed,
surfactants introduce additional stresses other than stress contributed by a constant
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surface tension. As mentioned in the preceding section, surfactant molecules gener-
ated at one electrode and consumed at another opposite one can create a gradient in
surface pressure to direct drops through a microfluidic channel.5

Clearly, if a chemical reaction inducing self-propulsion occurs all over the surface
of too small a drop (micrometer size) it may be hard or impossible to identify the
point where the reaction starts. As motion develops quickly it may proceed in an
uncontrolled direction. Note also that the chemical reaction-flow overall process can
be considered as a chemomechanical (Marangoni-driven) transduction triggered by
the no uniform surfactant distribution over the drop.6

13.4 Succinct Theoretical Analysis. Controlled Directed
Motions and Self-propulsion

Consider that there are oneormore external forces, like the thermocapillary one (FTC )
and some other body force (Fexternal ), acting upon the drop also subject to viscous
drag (Fvisco) as in Fig. 13.11.Noteworthy is that capillary forcesmaybe several orders
of magnitude larger than those generated from electric fields or optical tweezers.
When the resultant force is in the direction of the drop’s motion (drop velocity and
force vectors are parallel, hence having the same sign) we have a resistance force. In
the opposite case (antiparallel vectors, hence opposite signs) the force gives thrust
due to, e.g., thermocapillarity (FTC ).

Figure 13.12 shows that when acting with, e.g., a laser beam in the presence of
a body force like buoyancy, or the like, the drop as it is heated tends to move up
and down hence oscillations along the transverse direction of the illumination are
observed [25, 31].

5Warnings: when using surfactants acting on drops it must be taking into account that size matters.
As a drop reduces its size the surfactant concentration tends also to diminish with the scale imposed
by the ratio of surface to volume and there would be less and less surfactant molecules at its surface
so that their role may become negligible. Also to be noted is that when a drop moves, in a gas or air,
evaporation may occur. If this is the case its radius evolves with a rate as the inverse square (a−2)
so that evaporation tends to proceed faster as size diminishes.
6Warning: for a sessile drop or a drop sliding on another liquid or on a solid substrate (disregard now
spreading) the wettability conditions like wettability gradient/difference in contact angles, using
magnetic fields or other agents as well as degree of hydrophilicity (wettability or hydrophobicity/no
wettability) [8, 24] and not solely surface tension difference is of utmost importance and hence the
inhomogeneity (chemical, mechanical) of the substrate becomes significant. To the above we must
add the dominant role that the mentioned Derjaguin-Casimir forces (DLVO theory) can play.
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Fig. 13.11 Cooperation or competition between forces (external/Fexternal , thermocapillarity/FTC ,
drag/Fvisco) acting on a drop or a bubble. Reprinted from [31], Copyright (2017), with permission
from Elsevier

Fig. 13.12 Laser beam heating a drop and the possible oscillatory (up and down) behavior of the
latter due to buoyancy leading to transitory misalignment of beam direction and drop’s radius. In
general, the drag force of flow on a drop scales with the squared radius (a2) thus implying that the
laser power necessary to balance drag goes down with the size of the drop. Left panel: schema of the
set-up. Right panel: possible loss of collinearity (L1, L2) between laser beam and diameter of the
drop as the former heats it. Reprinted from [31], Copyright (2017), with permission from Elsevier
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13.4.1 Forces and Stresses Acting Upon a Drop or a Bubble

Let i = 1, 2 denote, respectively, fluid out and inside the drop. If we consider Rei = 0
this approximation defines the so-called Stokes flow.We have kinematic reversibility.
The pattern of motion is the same, whether slow or fast, whether forward or back-
ward in time. Any periodic motion of an object with one degree of freedom, such as
a scallop, is reciprocal, and hence cannot propel itself in such a case. Yet the same
system is thermodynamically irreversible due to (viscous) dissipation. Furthermore,
the Stokes flow field satisfying the corresponding boundary conditions and incom-
pressibility is the one producing the flowwith minimal dissipation (or otherwise said
the minimum entropy production). Note that though Rei = 0 the velocity remains in
the hydrodynamic equations and it allows describing the flows.

For axially symmetric flows the components of the stress tensor acting upon
a drop are σrr = −P1 + 2η1(∂Vr1/∂r and σrθ = η1

[(
∂Vθ1/∂r

) − (
Vθ1/r

)]

where P,U, r and θ denote, respectively, pressure, velocity, radius/radial and
angular direction. Hence the boundary conditions for stresses at the surface can
be written as follows: (P2 − P1)/2 = η2

(
∂Vr2/∂r

) − η1
(
∂Vr1/∂r

) + Hn , and
η1

[(
∂Vθ1/∂r

) − (
Vθ1/r

)]−η2
[(

∂Vθ2/∂r
) − (

Vθ2/r
)] + Ht = 0. Here Hn and Ht

denote, respectively, non-hydrodynamic normal and tangential stresses (thermo- or
solutocapillary stresses or other). These factors influence on the drop’s behavior. The
pure flow problem corresponds to Hn = σ/a (Laplace pressure) and Ht = 0. Recall
that with Re = 0 as inertial terms disappear from the equations then a drop or a bub-
ble remains spherical irrespective of the value of the (constant) interfacial tension.
If the latter depends on temperature we have Hn = σ(T )/a (as addition to σrr ) and
Ht = (1/a)(dσ/dT ) = (1/a)σT (dT/dθ) (as addition to σrθ ; σT = dσ/dT ). The
latter is the mentioned thermocapillary (Marangoni) force acting at the drop surface.
A similar expression holds for surfactant concentration. The actual expressions of the
factors Hn and Ht depend on the specific features of physico-chemical phenomena
involved and demands the analysis of the corresponding reaction, heat and/or mass
transfer or other.

The force acting on each elementary portion of the surface of a drop with the
normal directed along the radius (�n = −→

ir ) is σrr
−→
ir +σrθ

−→
irθ . Integrating the projection

of elementary forces on the velocity direction over the entire drop surface the full
force is obtained: F = −4πη1aAU . Such expression of the force is universal for
Stokes flows irrespective of the details hidden in the “parameter” A [18, 22, 31]. To
explicitly find A we need to use the balance of tangential and normal stresses at the
surface of the drop (Hn and Ht ). For passive drops or bubbles the quantity A is a
true constant whereas for active objects it would account for the specificity of the
“activity” (thermo- or solutocapillarity). In the former case if there is an external
force the terminal, settling velocity of the drop or bubble in the presence of such
external agent can be explicitly determined. The balance of forces from activity
and external agents like gravity/buoyancy or other body force (electric, magnetic),
permits obtaining the velocity U of self-propelled autonomous motion when the net
resultant force is zero.
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For simple viscous flow Ht = 0 and then A = (1 + 3β/2)/(1 + β), with
β = η2/η1. The corresponding drag/resistance force experienced by a drop is
F = 4πη1a[(1 + 3β/2)/(1 + β), a result for “clean” bubbles/drops (Rybczynski-
Hadamard law). In practice the measured values tend to be lower as surfactants are
convected toward the rear stagnation point on the surface. Then the resulting gra-
dient in tension tends to retard the surface flow velocity and thus slows down the
motion. For the particular case β = 1 the value is F = 5πη1aU . When β → ∞,
A = −3/2 (ηsolid � ηliquid) then F = 6πη1aU which is Stokes law for the drag or
viscous resistance force on a solid sphere. The case of a bubble is obtained by setting
β → 0 (ηair � ηliquid though vair � vliquid) and hence F = 4πη1aU , just 2/3 the
value for a standard solid sphere but the bubble’s result also applies to the case of
a solid polymeric sphere due to the slippery character of its boundary.7 If, however,
the surface of the bubble adsorbs surfactants present in the surrounding liquid there
is the possibility that the bubble behaves like a solid sphere following Stokes drag,
as impurities adsorbed endow the surface of a bubble with some measure of rigidity.
Noticeable also is that the interfacial tension does not enter and hence merely alters
the pressure at an internal point by a constant amount σ/a which is an additive con-
stant that can be eliminated. If a drop is extremely small, then the effect of surface
tension is similar to that of rigidity and such tiny drops tend to behave as solid spheres
obeying Stokes law. If the motion of the drop is provoked by the action of buoyancy
(or any other body force) which is the result of gravity (or the corresponding other
field) and difference of density of liquid of drop and surrounding fluid, hence hydro-
static pressure gradient, one has to consider Fbuoy = (4/3)πa3g(ρ2 − ρ1).When this
force is compensated by the viscous drag the net resultant force is zero and then the
terminal, settling velocity of the steady motion of the drop is U = Fbuoy/4πη1aA.
Falling rain drops or snowflakes or any object end up by having terminal velocity
as soon as weight, pulling downward, and drag are exactly equal and opposite, and
hence the net resultant force vanishes.

Up to now we have not mentioned surface viscosities, counterpart of bulk-phase
viscosities. There are two surface viscosities which characterize, respectively, the
resistance of the interface toward flow (surface shear viscosity in the range 10−3

kg/s) and deformation under the influence of forces from the adjacent fluid (surface
dilatational viscosity in the range of 10−7 to 10−8 kg/s). They can strongly alter the
flow velocity field in the immediate vicinity of the surface of the drop. Long ago
surface viscosity had been suggested as responsible for the behavior of drops like
rigid spheres but for surfactant-free interfaces it is a negligible effect. If surface shear
viscosity dominates over the viscosity in the bulk, along a given length scale, then
it could strongly influence the nature of bulk flow near or at the interface depending
on the scale involved.

As a side remark note that the neglect of inertial terms,withRe= 0, has some other
consequences worth recalling. One is that vorticity obeys Laplace equation (in two

7Warning: the case of a highly viscous drop η2 �η1 moving in a Hele-Shaw channel deserves
separate consideration not done here; a typical transverse scale is about 102 μm and caged drops
can be safely considered as pancaked rather than spherical.
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dimensions if pressure is harmonic so is the vorticity). Vorticity is not created in the
bulk flow but at boundaries. The flow is due solely to steady molecular diffusion of
vorticity to infinity in all directions as the sphere, the drop, is a source of vorticity due
to the no slip boundary condition at its surface (clearly this no slip requires inertial
terms near the drop to be really small if not negligible). Indeed, the fluid in the
immediate contact with the sphere is dragged along at the same speed as the sphere
and this leads to the generation of vorticity. Diffusion in all directions away from the
sphere as an effective stationary source leads to a flow with fore-and-aft symmetry
near the sphere and away from it. Vorticity decreases as 1/r2 as originated from a
dipolar source that produces for each of its components equal positive and negative
quantities at the surface of the sphere. In Hele-Shaw channels vorticity plays no role
(the Prandtl number, Pr = v/κ , also vanishes; κ denotes heat diffusivity whereas
λ = ρcκ denotes heat conductivity with c indicating specific heat). Finally, if a
cylindrical drop is a useful approximation for the study of the behavior of a drop in
two-dimensions of an otherwise open channel we must have in mind that no steady
two-dimensional, creeping flow of an incompressible Newtonian fluid past an infinite
circular cylinder, perpendicular to its axis, is possible (Stokes’ paradox).

13.4.2 Role of “Activity”

To describe the behavior due to internal heat sources or sinks we must consider the
heat or mass equation or both together with the appropriate boundary conditions [31,
32]. The lowest order approximation corresponds to infinitesimally small values of
the Reynolds and Peclet numbers such that Rei ≈ PeTi � 1.Pe = Ua/κ (or Ua/D
for mass diffusion with D denoting mass/surfactant diffusivity). Note that the Peclet
number is a heat Reynolds ratio and hence Pe � 1 implies that heat is dominated by
(molecular) diffusion.We can start with the Stokes flow for the purely hydrodynamic
part of the problem, but as the temperature field significantly depends on the velocity,
and vice versa, we need to go beyond vanishing Peclet number. Indeed, if the latter
is set to zero we have diffusion only and there is no influence of the heat upon the
drop motion.

When the complete problem is solved [31] the expression of the force is obtained:
F = 4πη1aU [m(3/4 − 3/35κ) + 1 + 3β/2]/m(1/4 − 2/35κ) + 1 + β] where
we have A = −[m(3/4 − 3/35κ) + 1 + 3β/2]/m(1/4 − 2/35κ) + 1 + β]
with m = −MPe/9(2 + δ), M = qa2σT /η1λ1U , q accounts for an
internal heat source or sink and δ = λ2/λ1. Accordingly, if F is
an “external” force, like buoyancy, it can balance the thermocapillary
and viscous forces thus leading to motion with constant velocity U =
−(1/3)

[
a2g(ρ2 − ρ1)/η1

]
[m(1/4 − 2/35κ) + 1 + β]/[m(3/4 − 3/35κ) + 1 + 3β/2].

A similar expression is expected when buoyancy is replaced by some other body
force like electric or magnetic.

It is worth noting that this case does not need the presence of an external tem-
perature gradient or other like illumination and/or heating with a laser beam. Here
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the quantity A does not contain the velocity of the drop, as A is a coefficient of
proportionality of the “external” force to the velocity and it merely depends on the
specific characteristics of the problem involving the parameters of the heat process.
Then there are various particular cases of possible drop motion. First of all, we see
that without thermal effect (q = 0 leading to M = 0) thermocapillarity disappears
and the motion of the drop will be that corresponding to the Rybczynski-Hadamard
case or for a solid sphere the Stokes motion. Also when δ the temperature of the
drop’s surface becomes constant. Then depending on the characteristics of the drop
and the surrounding liquid, and the sign of the thermal effect of the heat process inside
the drop, its velocity can be higher or lower than the Rybczynski-Hadamard-Stokes
flow velocity. It is for such peculiarity of the drop behavior that we can consider it
as “active”.

Another case of interest is that of a drop where its surface is the seat of an endo-
or exo-thermic chemical reaction thus leading to a no uniform temperature distri-
bution at the surface with corresponding interfacial tension gradient and Marangoni
flow (alternatively a reaction inside the drop brings active material to its surface [42,
43]. There also are numerous reports about experiments and/or theory where there
is a phase transformation (recall the light-induced trans–cis isomerization [48]). To
simplify the diffusion regime of the surface reaction is assumed and Stefan flow (con-
vective flow of reactants in direction normal to the surface) is neglected. The main
material characteristics of liquid in the drop and outside are supposed to be constant.
As in the case of internal heat sources or sinks, at the lowest order approximation the
connection between hydrodynamics and heat and surfactant transfer appears in the
boundary condition for tangential stresses. Here the novelty is that the temperature
field is related to the concentration field and in order to find the thermocapillary force
acting on the surface both heat and mass transfer problems must be solved, as earlier
noted, at Pe �= 0 (for heat and solute) even if we take the Stokes flow (Re = 0).
The constant A in the force is determined by solving the combined heat and mass
transfer problem because the gradient of temperature depends on reactant inflow at
the surface. It appears that [31] A = (−3/2)(2m − 1 − 2/3β)/(m − 1 − 1/β) with
m = M(1 − L)Pe/12(2 + δ)β, L = κ1/D1 and M = QC∞D1σT /ρ1c1η1κ1U ;
Q accounts for the (endo or exothermic) heat effect of reaction. Note that here
m contains MPe and hence the velocity scale disappears. Thus A is reduced to
a kind of constant of proportionality between the external force and the veloc-
ity F = 6πη1aU (2m − 1 − 2/3β)/(m − 1 − 1/β). In the absence of reaction
(C∞ = 0) or the heat effect of reaction vanishes (Q = 0), there is no thermo-
capillarity (M disappears) and we get the Rybczynski-Hadamard result whereas for
β → ∞ we reobtain the Stokes result, as expected. In the general case, it appears
that depending on the numerical value of the parameters involved in the expression
of the force acting on the drop it can be negative, positive or equal to zero. It means
that the external force which is needed to sustain the drop motion with constant
velocity can be greater or less than the Rybczynski-Hadamard force and even equal
to zero or to be of thrust type. Clearly, in the case of constant velocity, the force
given must be in balance with an external force (buoyancy, electric, magnetic) thus
resulting in a net zero resultant force. In such a case there is the possibility of con-



272 M. G. Velarde et al.

trolled self-propulsion of the drop solely due to the “activity” of the drop. Yet the
velocity of such autonomous motion cannot be determined in the frame of the Stokes
flow approximation. Further approximations with non-vanishing Peclet numbers are
needed to allow the determination of the velocity of the autonomous motion but we
shall not dwell on this case here.

To close this section, it seems pertinent to mention that devices exist for on-
demand routing of a drop or a sequence of drops. This is achieved using a suitable
on-off illumination switch process opposing whatever type of capillary force is used
in a microfluidic channel with more than one outlet.

13.5 Typical Flow Patterns in Controlled, Directed Motions
or Self-propulsion

The specific value of the parameter A incorporated in the (compact and universal)
expression of the (total) force acting on a drop or a bubble determines the form and
position of the streamlines as illustrated in Fig. 13.13. With no need of specifying
here the physicochemical, electric or magnetic processes involved, suffice to say that
when A − 3/2 we have the Rybczynski-Hadamard case. As A = −3/2 the flow
inside the drop disappears and the drop behaves like a Stokes solid sphere. Then as
we further decrease its value, A − 3/2, the flow circulation inside the drop becomes
opposite to that of the Rybczynski-Hadamard case. There is also the appearance of
counter flow of the surrounding fluid in the vicinity of the drop leading to a resistance
force as super drag, as it is much stronger than the Stokes drag on an equivalent solid
sphere.

Fig. 13.13 Active drops with Marangoni effect. Flow streamlines outside and inside drop for
−1 > A > −3/2 (extreme left panel; Rybczynski-Hadamard law), A = −3/2 (center panel; dots
indicate no motion inside the drop which acts like a solid sphere), and A < −3/2 (extreme right
panel indicating drag much higher than for an equivalent sphere). Reprinted from [31], Copyright
(2017), with permission from Elsevier
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Fig. 13.14 Active drops
(companion to preceding
Fig. 13.13). Flow velocities
at plane θ = π/2. Going
down in the panel, rom thrust
(A = 3, A > 0) to drag
(A = −1, A = −3/2) and
super resistance force
(A < −3/2). Note that the
lowering of resistance force
between A = −1 and A = 0
and the increasing of
resistance force for
A < −3/2 are genuine
consequences of the activity
of the drop. Reprinted from
[31], Copyright (2017), with
permission from Elsevier

Companion to Fig. 13.13 is Fig. 13.14 with a sequence illustrating the velocity
field outside and inside of the drop as we vary the value of the parameter A from
A = 3 to A = −3. As earlier noted when A is positive the force is antiparallel to U
(opposite direction) and we have thrust, whereas with A negative (same direction)
both force and velocity are parallel and we have resistance/drag.

13.6 Concluding Remarks

The physicochemical hydrodynamics of drops and bubbles having at its core pro-
cesses all leading to interfacial tension gradients has recently received great attention
by numerous researchers and engineers due to their potential in microfluidics where
drops or bubbles can be used either as (static or traveling) reactors or simply as
carriers of encapsulated materials in appropriate channels. There is, at present, a
huge literature on drops and bubbles in a rather inflationary multiplicity of scientific
journals with plenty of redundancy and rediscovery of known results and theories,
yet not always giving due credit to earlier contributors to the understanding of just
the same problems.
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Generally, microfluidics technologies and hence the applied work with drops
or bubbles demands using the lowest order hydrodynamic approximation which is
the Stokes flow approximation (either creeping flow and/or otherwise flow of tiny
objects). At such level the most significant mathematical result is that the force act-
ing on a drop or on a bubble can be expressed in a “universal” formula involving a
parameter that accounts for the specificity of the case considered. Such result permits
rather easily to ascertain if the net resultant force on a passive or an active drop or
bubble leads to resistance or thrust and from that the terminal, settling velocity of
the drop or the bubble can be determined when all forces involved are made explicit
and in balance. The drop’s activity can be due to internal or surface processes lead-
ing to heat or surfactant production and/or its transport or chemical reorganization of
products with chemical reactions, phase transformations, electric or magnetic related
processes, and their combinations. Whatever the process one ends up with a con-
crete interfacial tension gradient hence a given Marangoni stress, and corresponding
Marangoni number, which produces flow motion in and outside the drop. Due to the
drop’s activity, controlled thrust in the form of self-propulsion is possible as well as
a controlled resistance/drag force that could be lower or higher than that predicted
for “passive” drops.
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Chapter 14
Convection in a Horizontal Porous
Annulus with Quasi-Periodic
Gravitational Modulation

Jabrane Belabid, Karam Allali and Mohamed Belhaq

Abstract This chapter investigates the convective instability in a horizontal porous
annulus subjected to quasi-periodic (QP) gravitationalmodulation having two incom-
mensurate frequencies. The porous matrix is supposed to be filled by an incompress-
ible fluid. The model we consider includes the heat equation and the hydrodynamic
equations under Darcy law and Boussinesq approximation. The derived model with
the temperature-stream function is solved numerically using the alternate direction
implicit method. The main objective is to examine the influence of the QP modu-
lation on the transition from unicellular to bicellular flow regime, corresponding to
a substantial change in the thermo-convective regime flow. Numerical simulations
are conducted for some values of the amplitudes and frequencies of the modulation
and the radius ratio of the annulus. Results showed that the thermo-convective insta-
bility in the QP regime is greatly influenced by radius ratio and the amplitudes of
the QP gravitational modulation. The effect of the frequencies ratio on the critical
Rayleigh number is also examined showing that for certain values of parameters, the
maximum critical Rayleigh number is reached when the frequency ratio is equal to√
3 (QP gravitational modulation) and the minimum is obtained when the frequency

ratio is equal to 3 (periodic gravitational modulation).

14.1 Introduction

There has been considerable interest in studying convection in porous annulus
because of its wide range of engineering application such as cooling of electronic
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equipments, aircraft cabin insulation, geothermal systems, underground transmission
lines, storage of nuclear waste materials, solidification of casting to name just a few
(see for instance [1, 2] and references therein). The pioneer work by Caltagirone [3]
considered the free convection flows in a porous horizontal annulus heated from the
inner cylinder. The author observed different flow regimes when the Rayleigh num-
ber traverses some critical values. Later, several authors have considered a similar
problem of convection in porous annulus. Mota and Saatdjian [4] studied the prob-
lem of natural convection in a porous medium bounded by two horizontal isothermal
cylinders. It was shown that different flow patterns may appear depending on ini-
tial conditions. The authors observed that for very small radius ratio, increasing the
Rayleigh number, the flow regime structure changes from two cells to four, to six
or to eight cells without exhibiting a hysteresis loop. In the work by Khanafer and
Chamkha [5], a numerical study of mixed convection in a horizontal porous annu-
lus has been conducted in the presence of internal heat generation. The outer and
inner cylinders are kept at uniform, constant and different temperatures. The outer
cylinder rotating at a constant angular velocity induces the forced flow. Attention has
been focused on the effect of key parameters on the flow patterns and the heat trans-
fer. It was revealed that the Richardson number plays an important role on the heat
transfer characterization within the annulus. The authors observed that an increase in
Reynolds number produces a significant effect on the flow regime. Belabid andChed-
dadi [6, 7] carried out a numerical study to examine the flow patterns of a fluid inside
a porous medium bounded by two horizontal concentric cylinders. They showed that
different flow regimes may appear depending on the initial conditions introduced in
the computations. The bifurcation phenomena of this problem have been analyzed
for gaps of radius ratios between 2 and 2

1
4 . The effect of Brinkmann correction has

also been highlighted. The obtained results showed that the critical Rayleigh number
increases when the Darcy number is increased. Rao et al. [9] studied the problem of
two-dimensional bifurcation using the Galerkin method to solve the governing equa-
tions. It was demonstrated that the critical Rayleigh numbers obtained numerically
are in a good agreement with the experimental tests and with those of Caltagirone
[3]. Himasekhar and Bau [10] investigated the same problem of natural convection
in a horizontal porous annulus using the regular perturbation expansion for differ-
ent radii ratio. In a related work, Charrier-Mojtabi et al. [11] used two numerical
methods, namely, Fourier-Galerkin and collocation-Chebyshev to solve the physical
model. The results of the experimental study match well with the numerical results
and indicate the existence of two-dimensional bicellular structures for radius ratio of
2 and for values of Rayleigh number up to 250. In addition, Khanafer et al. [12] used
a generalized form of the momentum equation to study the problem of natural con-
vection within a horizontal annulus partially filled with a saturated porous medium.
The results revealed the effect of the porous sleeve on the buoyancy induced flow
motion under steady-state condition. In a recent work, Belabid and Allali [13] stud-
ied the effect of a periodic gravitational modulation on the convective instability in a
horizontal porous annulus. They showed that the convective instability is influenced
by the amplitude and the frequency of the modulation.

Although the influence of periodic gravitational modulation on convective insta-
bility has been widely studied in different applications and configurations, only few
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works have considered the effect of quasi-periodic (QP) gravitational modulation on
the convective instability. For instance, it was proved that the incommensurate fre-
quencies ratiomay have a stabilizing or destabilizing effect on the onset of convection
in the problems dealing with reaction front propagation (Allali et al. [14, 15]) and in
the pioneer work concerning the Hele-shaw cell performed by Boulal et al. [16, 17].
The purpose of the present paper is to investigate the effect of the QP gravitational
modulation on the convective instability in a porous horizontal annulus. In this case,
we assume that the annulus is subject to a QP gravitational modulation with two
incommensurate frequencies. A part of the results given in the current chapter has
been presented in [8]. Note that the present work can be considered as an extension
of the results given in [13] in which the gravitational modulation has been taken as
periodic.

In Sect. 14.2, the problem description and the mathematical formulation is given.
The numerical method is illustrated in Sect. 14.3, followed in Sect. 14.4 by discussing
the main numerical results. A summary of the results is provided in the last section.

14.2 Problem Description and Mathematical Formulation

We consider a porous layer bounded by two horizontal concentric cylinders saturated
with a Newtonian fluid, as shown in Fig. 14.1. Both inner and outer cylinders are kept
at uniform, constant and different temperature Ti and To respectively with Ti > To.

It is taken into account that the flow is two-dimensional, steady and laminar.
The porous medium is considered to be homogeneous, isotropic and subjected to
a QP gravitational modulation with two incommensurate frequencies. Under the

Fig. 14.1 Sketch of the problem
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Boussinesq approximation, the basic steady conservation of thermal energy, momen-
tum and mass equations in polar coordinates system can be written as:

∂T ∗

∂t∗
+ (V∗.∇)T ∗ = α∇2T ∗ (14.1)

V∗ = −K

μ
(∇P∗ + ρ0gβ

(
T ∗ − To

)
(1 + λ1 sin(σ

∗
1 t

∗) + λ2 sin(σ
∗
2 t

∗))) (14.2)

∇.V∗ = 0 (14.3)

with the boundary conditions:

u∗ = 0, T ∗ = Ti on the inner cylinder surface,

v∗ = 0, T ∗ = To on the outer cylinder surface,

where T ∗ is the temperature, V ∗ is the velocity, P∗ is the pressure, K the permeabil-
ity, μ the dynamic viscosity, ρ0 the reference density, β is the coefficient of thermal
expansion, g is the gravitational acceleration, λi , σ ∗

i (i = 1, 2) stand for the ampli-
tudes and the frequencies of the QP modulation, respectively, and α is the thermal
diffusivity.

To obtain the dimensionless model, we introduce the following transformation
formula:

r = r∗

ri
,V = V∗

α
ri ,T = T ∗ − To

Ti − To
, t = t∗

r2i
α, P = P∗K

αμ
,σ1 = σ ∗

1 r
2
i

α
andσ2 = σ ∗

2 r
2
i

α
.

Therefore, the dimensionless governing equations read

∂T

∂t
+ (V.∇)T = ∇2T (14.4)

V = −∇P − RaT k(1 + λ1 sin(σ1t) + λ2 sin(σ2t)) (14.5)

∇.V = 0 (14.6)

where Ra is the Rayleigh number given by Ra = gβK�Tri
αν

and σ2 = ησ1, ν is the
kinematic viscosity and �T = Ti − To. The dimensionless boundary conditions are
written as follows:

u = 0, T = 1 on the inner cylinder surface,

v = 0, T = 0 on the outer cylinder surface.

Due to the physical symmetry of the problem the following boundary conditions

ϕ = 0, π : v = 0,
∂T

∂ϕ
= 0 are added.
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The governing equations for the laminar vibrated natural convection in terms of
stream function-temperature formulation can be expressed as follows:

∇2ψ = −Ra(sin ϕ
∂T

∂r
+ cosϕ

r

∂T

∂ϕ
)(1 + λ1 sin(σ1t) + λ2 sin(σ2t)) (14.7)

∂T

∂t
+ 1

r

∂ψ

∂ϕ

∂T

∂r
− 1

r

∂ψ

∂r

∂T

∂ϕ
= ∇2T (14.8)

and the corresponding boundary conditions take the following form:

for r = 1 : T = 1 and
∂ψ

∂ϕ
= 0,

for r = R : T = 0 and
∂ψ

∂ϕ
= 0,

forϕ = 0, π : ∂T

∂ϕ
= ∂ψ

∂r
= 0.

The local Nusselt number along the inner and outer cylinders are estimated as the
ratio of convective to conductive heat transfer:

Nui (r = 1, ϕ) = − ln R
∂T

∂r

∣∣∣∣
r=1

(14.9)

Nuo(r = R, ϕ) = −R ln R
∂T

∂r

∣∣∣
∣
r=R

(14.10)

Then, the average Nusselt numbers evaluated at the inner and outer cylinders can be
written as:

Nu = 1

π

∫ π

0
Nui dϕ = − 1

π
ln R

∫ π

0

∂T

∂r

∣
∣∣∣
r=1

dϕ (14.11)

Nu = 1

π

∫ π

0
Nuo dϕ = − 1

π
R ln R

∫ π

0

∂T

∂r

∣∣∣∣
r=R

dϕ (14.12)

For a sufficient refined mesh, both expressions of the average of the Nusselt number
converge to the same value.

14.3 Numerical Methods and Code Validation

The alternate direction implicit finite difference method is used to solve the math-
ematical problem along with the boundary conditions. The Thomas algorithm in
conjunction with iterations is used to solve the resulting matrix systems. It should be
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Table 14.1 Nusselt number for R = 2 and λ1 = λ2 = 0. Comparison with results from literature

Grid size Ra = 50 Ra = 100

Caltagirone [3] 49×49 1.328 1.829

Facas and Farouk [18] 25×25 1.362 1.902

Bau [24] 30×44 1.335 1.844

Rao et al. [9] 10×10 1.341 1.861

Himasekhar and Bau
[10]

10×10 1.341 1.861

Facas [19] 50×50 1.342 1.835

Charrier-Mojtabi [20] 30×95 1.344 1.867

Mota et al. [21] 161×101 1.338 1.861

Alfahaid et al. [22] 10×18 1.317 1.865

Alloui and Vasseur
[23]

100×240 1.343 1.868

Sheremet and Pop [25] 50 ×50 1.345 1.875

This study 49×49 1.343 1.851

noted that there is several ways for choosing the initial conditions that can be intro-
duced in the computations. The initial conditions used in this work are the same as
those considered in [13]. The convergence of our in-house numerical code has been
assessed by a mesh testing procedure. In fact, using various mesh grids, numerical
tests were examined for the case without any modulation i.e. λi = 0, i = 1, 2; in
order to determine the best compromise between the grid independent solutions and
the calculation time. The iteration process is terminated when the following criterion
is satisfied in each node of the grid:

max

∣
∣∣∣∣
ξ n+1
i, j − ξ n

i, j

ξ n
i, j

∣
∣∣∣∣
< 10−8

where ξ designates T or ψ , the subscripts i and j indices denote grid location in the
(r, ϕ) plane and n refers to the iteration number.

The present code was validated by comparing the obtained result for Ra = 50
and Ra = 100 with the already published data (see Table14.1). A good agreement
is observed between the obtained streamlines and temperature contour plots and the
results by Caltagirone [3], Charrier-Mojtabi [20], Khanafer et al. [12], Rao et al. [9]
and Sheremet and Pop [25] for Ra = 200 (see Figs. 14.2, 14.3 plotted for different
initial conditions). Figure14.4 shows that we can choose the mesh grid 301 × 301
for our numerical simulations which ensures the mesh grid independence.
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(a)

(c)

(e) (f)

(b)

(d)

Fig. 14.2 Streamlines (left side of the annulus) and isotherms (right side of the annulus) of uni-
cellular flow regime for R = 2, Ra = 200 in the absence of modulation. a Caltagirone [3], b
Charrier-Mojtabi [20], c Khanafer et al. [12], d Rao et al. [9], e Sheremet and Pop [25], f This study
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(a) (b)

(c)

Fig. 14.3 Streamlines (left side of the annulus) and isotherms (right side of the annulus) of bicellular
flow regime for R = 2, Ra = 200 in the absence of modulation for different initial conditions than
those used in Fig. 14.2. a Charrier-Mojtabi [20], b Sheremet and Pop [25], c This study

Fig. 14.4 Mesh effect on
Nu for λ1 = λ2 = 0, R = 2
and Ra = 100
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14.4 Main Results

To investigate the effect of QP gravitational modulation on the transition from uni-
cellular to bicellular flow regime (or on the thermal convective instability) in a hor-
izontal porous annulus, numerical simulations are performed for different values of
the amplitudes λi (i = 1, 2), the frequency σ1 and the radius ratio R. The frequen-
cies ratio η will be adequately chosen in order to highlight the effect of the QP
gravitational modulation on the onset of bicellular convection.

The comparison between the case of the periodic gravitationalmodulation (η = 0)
and the case of the QP one (η = √

2) is illustrated in Fig.14.5. For η = 0 (or σ2 = 0)
one finds exactly the same results as in [13] in which the behavior of the maximum
of stream function (Fig. 14.5, left) and the average Nusselt number (Fig. 14.5, right)
is periodic in time (solid lines). In the case where the frequency ratio η is different

0 1 2 3 4 5
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6

0 1 2 3 4 5
1

1.1

1.2

1.3

1.4

Fig. 14.5 Variation ofψmax (left) andNusselt number (right) as function of time forλ1 = λ2 = 0.1,
σ1 = 10, Ra = 50 and R = 2

Fig. 14.6 Nusselt number as
function of time for
λ1 = λ2 = 0.1, σ1 = 10,
η = √

2 and R = 2
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Ra= 70.4 Ra= 70.5
(a) : R= 1.8

Ra= 58.2 Ra= 58.3
(b) : R= 2.2

Ra= 51.6 Ra= 51.7(c) : R= 3

Ra= 48.9 Ra= 49
(d) : R= 5

Fig. 14.7 Regime of transition for different value of radius ratio in the absence of modulation



14 Convection in a Horizontal Porous Annulus … 287

(a) (b)

Fig. 14.8 Temperature (left hand side of the annulus) and streamlines (right hand side of the
annulus) for λ1 = λ2 = 0 and Ra = 70. a R=1.8,b R = 2

Fig. 14.9 Bifurcation point
for λ1 = λ2 = 0 and
R = 1.8
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Fig. 14.10 Bifurcation point
as function of radius ratio in
the absence of modulation
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Fig. 14.11 Rac as function
of log10 σ1 for
λ1 = λ2 = 0.2, R = 2 and
different η
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Fig. 14.12 Rac as function
of log10 σ1 for
λ1 = λ2 = 0.3, R = 2 and
different η
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Fig. 14.13 Rac as function
of log10 σ1 for η = √

3,
R = 2 and different λ
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Fig. 14.14 Rac as function
of log10 σ1 for η = √

19,
R = 2 and different λ
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Fig. 14.15 Rac as function
of log10 σ1 for
λ1 = λ2 = 0.2, η = √

2 and
different R
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Fig. 14.16 Rac as function
of log10 σ1 for
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Fig. 14.17 Variation of Rac
as function of λ1 for
σ1 = 100, η = √

2 and
different λ2
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from zero (η = √
2), a QP behavior is observed (dashed lines). It can be seen that

the amplitude of oscillations in the QP regime is much larger which indicates that a
thermo-convective regime flow occurs and thus the heat transfer is enhanced.

Figure14.6 shows the Nusselt number as function of time for two different values
of the Rayleigh number. The plots in the figure reveal that increasing the Rayleigh
number causes an increase of the Nusselt number which results in a significant
enhancement of the heat transfer. The unicellular, bicellular or multicellular flow
patternsmay develop for combinations of initial conditions, radius ratio andRayleigh
number. A bifurcation is defined as the transition from steady unicellular flow to
multiple branches of solution. This is characterized by the critical value of Rayleigh
number Rac under which only unicellular flow patterns exist.

Figure14.7 shows the bifurcation point for different values of the radius ratio R in
the casewhere the gravitationalmodulation is absent. For instance, when R = 1.8 the
critical Rayleigh number Rac = 70.4 (Fig. 14.7a, left) and when R = 5, the critical
Rayleigh number Rac = 48.9 (Fig. 14.7d, left). This confirms that a thinner annulus
has a stabilizing effect than a wider one.

In Fig. 14.8 is shown the transition to the bicellular flow regime by increasing R.
The transition from2-D unicellular flow to 2-D bicellular flow can also be determined
by plotting the average Nusselt number versus Ra (see Fig. 14.9). It can be seen that
for R = 1.8 we obtain Rac = 70.4 which confirms the result of Fig. 14.7.

Figure14.10 depicts the variation of critical Rayleigh number Rac as function
of the radius ratio R and shows that the critical Rayleigh number decreases with
increasing R.

Figures14.11 and 14.12 show the critical Rayleigh number as function of the
frequency σ1 for fixed values of the radius ratio R = 2, different values of the modu-
lation amplitudes λ1, λ2 and different values of the frequencies ratio η. All the curves
in both figures start from the value Rac = 62.4 which is the same as in the periodic
modulation case [13]. It can also be concluded from these figures that the QP gravi-
tational modulation has a pronounced stabilizing effect than that of the periodic one.
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(a) : t = 20.007 (b) : t = 20.014 (c) : t = 20.021

(d) : t = 20.028 (i) : Nu vs time (e) : t = 20.035

( f ) : t = 20.042 (g) : t = 20.049 (h) : t = 20.056

Fig. 14.18 Streamlines and isotherms (a–h) and average Nusselt number as function of time (i)
for σ1 = 100, η = √

2, λ1 = 4, λ2 = 1, R = 2 and Ra = 100

Moreover, increasing the frequencies ratio η causes a stabilizing effect in a certain
range of σ1. These figures also indicate that the critical Rayleigh number increases
to reach a certain maximum value for small value of σ1 and then drops to its starting
value Rac = 62.4 for large values of σ1.

Figures14.13 and 14.14 depict the variation of the critical Rayleigh number Rac
versus σ1 for fixed R and different values of η and λi (i = 1, 2). It can be seen from
the figures that when λi increases, a stabilizing effect is obtained. For large values
of the frequency σ1, increasing λi has no effect on the convective instability.

Figures14.15 and 14.16 illustrate the variation of the critical Rayleigh number
Rac as function of σ1 for fixed value of the modulation amplitudes λi and different
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values of η and R. The plots reveal that the critical Rayleigh number increases for
decreasing values of R. In otherwords, decreasing the radius ratio causes a stabilizing
effect.

Figure14.17 summarizes the influence of the amplitudes of the QP modulation
on the critical Rayleigh number. It is found that the thermo-convective destabilizing
effect (unicellular to bicellular transition) in the annulus is more significant over a
certain range of the modulation amplitude λ2 in the vicinity of λ1 = 2.

Figure14.18 presents for large values of λ1 and λ2 the streamlines and isotherms
as function of time. Various flow regimes with different flow patterns appear. The
evolution of the average Nusselt number versus time is also presented in Fig. 14.18i.

Finally, Fig. 14.19a shows the variation of the critical Rayleigh number versus η

for the values R = 2 and σ1 = 1 corresponding to a stable state of the system. It is of
interest to compare such a variation for commensurate values of η (harmonic modu-
lation) and incommensurate ones (QP modulation) and examine the contribution of
the QP gravitational modulation against the periodic one. The plots clearly show that
the critical Rayleigh number Rac reaches a maximum value for η = √

3 (QP modu-
lation). At this value, the unicellular flow regime persists for values of the Rayleigh
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90
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110

120
(b)

(a)

Fig. 14.19 Variation of Rac as function of η for R = 2, λ1 = λ2 = 0.2 and σ1 = 1
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number up to Rac ≈ 100. Surprisingly, the results indicate that the minimum value
of the critical Rayleigh number Rac ≈ 76 is obtained for η = 3 (harmonic modu-
lation). Figure14.19a also shows that the QP gravitational modulation has an effect
on the thermo-convective instabilities for relatively small values of η. Figure14.19b
illustrates the location of the critical Rayleigh number Rac for some specific values
of the frequencies ratio η.

14.5 Conclusions

In this chapter, the convective instability in horizontal porous annulus was studied in
the case where the annulus is under a QP gravitational modulation. The considered
model is formed by the heat equation coupled to the hydrodynamic equations under
Darcy law and Boussinesq approximation. The reduced model with the temperature-
stream function formulation was solved using the alternate direction implicit method
and Thomas algorithm. We have focused on the effect of QP gravitational modula-
tion on the transition from unicellular to bicellular flow regime (corresponding to a
substantial change in the heat transfer). Numerical simulations were performed for
different values of the modulation amplitudes λi (i = 1, 2) and the radius ratio R.
The frequencies ratio η has been adequately chosen in order to highlight the effect
of the QP modulation on the onset of bicellular convection. Results showed that the
amplitude of oscillations in the QP regime is larger than that of the periodic one,
meaning that the heat transfer can be improved in the QP regime. Examination of the
influence of the radius ratio of the annulus R on the critical Rayleigh number Rac
demonstrates that the critical Rayleigh number decreases with increasing R revealing
that a thinner annulus has a stabilizing effect than a wider one. Results also showed
that small values of the amplitudes of QP modulation produce a stabilizing effect
comparing to the periodic modulation case or the unmodulated one.

Moreover, it was demonstrated that for given values of the radius ratio and the
modulation amplitudes, themaximumof the criticalRayleighnumber Rac is obtained
for η = √

3, corresponding to the QP regime, and, surprisingly, the minimum value
of Rayleigh number Rac is obtained for η = 3, corresponding to the periodic one.
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Chapter 15
Identification of Non-stationary
and Non-linear Drying Processes

Piotr Wolszczak and Waldemar Samociuk

Abstract This chapter discusses a problem of control of a non-stationary and a non-
linear drying process of food raw materials, especially yeast. Industrial yeast drying
is a non-stationary and a non-linear process with a transport delay. In this work the
identification of the yeast drying process was presented. Models for different time
intervals of the closed control system were developed. Changes in the model param-
eters (non-stationarity) caused deterioration in the stability reserve. The developed
models will be used to synthesize the control system in the future.

15.1 Introduction

The non-stationary and non-linear processes control is troublesome, especially if
there is a transport delay and the process concerns a vivid material. Industrial drying
of yeast is such a process. Active dried yeast (ADY) is used in industrial processes; in
the craft brewing sector, distilling and baking industries and in wine production [12].
There is supply of warm air to the object during drying, too high temperature has
an disadvantageous influence on its fermentation capacity [13]. Dried yeast vitality
is influenced not only by the temperature value but also by the rate of its change
[9, 19]. During industrial production, various types (strains) of yeast are used which
are resistant to temperature to varying degrees [5, 24]. “Skim milk-a widely used
protective agent-was used and in all strains, the highest viabilities following air-blast
drying were obtained using 10% skim milk” [15]. Drying is continued until the dry
weight of the yeast culture is approximately 93–95% dry weight [3] or 92–96% [2].
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When designing control systems, a compromise between the complexity of the
controlled process model and the effort necessary to obtain a reliable mathematical
description is inevitable. Finding models from the laws of physics can be trouble-
some. For this reason, control systems based on the experimental data are designed.
The indirect approach uses the collected data to identify the controlled processmodel,
which is then used to synthesize the controller in accordance with the project objec-
tives [1]. This method is based on the system identification tools ([4, 10, 11, 16–18,
25, 27]).

The selection of fixed parameters of the classic control system (PID) for the
entire drying cycle can be impossible, therefore it is necessary to use complex control
systems (Robust control, Adaptive Control, IMC) [25]. In addition, due to the process
safety and high sensitivity of the material to a high temperature (over-regulation), it
is advisable to use security systems (locks) at the appropriate SIL level [22, 23].

To enable high quality control it is necessary to know the object properties, saved
in the form of an operator transfer function and the range of changes in the process
parameters. The aim of the work is to determine the evolution (non-stationarity) of
the yeast drying process. The mathematical model of the process (object) is used to
determine the structure of the control system (controller type) and the settings of this
controller. The basic process properties such as static characteristics, time constant
and delay identified using recorded input and output signals or derived from physical
laws. The direct approach does not focus on the exact approximation of the process.

During design control systems for processes in which the model parameters
change their, it must be taken into account the stability of the control system. For such
systems the robust control methodology is recommended [7, 8]. The robust control
takes into account the model of object and is designed for correctly operates of the
controller in uncertain object parameters conditions. The uncertainty of the model
can be caused by: linearization of non-linear objects, inaccurate values of the model
parameters, identification errors (disadvantages of the use of measurement data, too
low sampling frequency, which impoverishes the characteristics of the object). In the
robust control methodology the range of uncertain and the limits of properties vari-
ability are defined before mathematical modelling. The operation of robust control
system adaptation within these limits and the change of the adopted process control
principle is no necessary.

15.2 Food Raw Material Drying Process

Food raw material drying process produces cellular stress as presented in Fig. 15.1
[6]. The drying surface offsets into inside the organic material. The surface of the
drying surface changes depends of shape of organic object (round grains, slices,
agglomerations, a layer of wet powder or compound and complex shapes). The
drying surface area effects the change in speed of moisture transport.
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Fig. 15.1 The offset of the
drying surface during
drying process of organic
material [26]

In yeast drying case the temperature value and the rate of temperature change
affects the fermentation capacity and lifespan [9, 19]. The level of fermentation
capacity degradation depends on the dynamic of the drying process [13].

Different yeast strains used in industrial production distinguishes degrees of resis-
tant to temperature [5, 24]. Moreover to immunize yeast for high temperature some
additives like skim milk can by used [15].

The level of yeast degradation depends both on the drying method and on the
parameters of the drying process (mainly temperature and its rate of change) [13].
When yeast is dried, the protoplasmic proteins are transformed from hydrosol to
hydrogel. This leads to the reversible stop of the vital functions of the systems
(anabiosis), depending on the amount of water left [14]. Adverse cellular stress
occurs during drying [6]. For example, the optimal temperature of spouted bed is
about 40 °C [20].

The drying process is the supply of warm air to the yeast. The yeast loses water
during heating. This process is shown schematically in Fig. 15.2.

The drying process control is based on two values: yeast temperature TY and air
temperature TA. This is shown on the diagram in Fig. 15.3.

Industrial drying yeast process has non-stationary and non-linear character, there-
fore the control processes with classical control in this case system are difficult. Due
to impossibility of using fixed parameters of the controller of the classical con-
trol system for the entire drying cycle, it is recommended to use complex control
systems [20].

Process of organic object drying in dryer equipped with one heater located outside
the drying chamber is presented in Fig. 15.4. In this schema the drying system

Fig. 15.2 The yeast dehydration process

Fig. 15.3 Control of yeast drying, T0—setpoint signal, p—control signal, TA—air temperature,
TY—yeast temperature
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Fig. 15.4 Block diagram of the continuous drying process (normal variant), (a), (b), (c) and (d)—
heat streams flowing into the dryer, (e), (f), (g) and (h)—heat streams flowing out of the dryer; heat
balance: a + b + c + d = e + f + g + h; left block—preheater, right block—drying chamber.
L—mass flow of dry air [kg/s],G—mass flow ofmoist material [kg/s], c—specific heat [kJ/(kg*K)],
i—specific enthalpy [KJ/kg] of dry air, x—absolute humidity of air [kg of steam/kg of dry air], t—
temperature [°C], W—mass flow of evaporated water from the material [kg/s]; indexes: s—initial
value (start), w—water, e—finish value (end), tr—transporter, 0—atmospheric air, 1—heated air,
2—humidified air [26]

operates without air recirculation.
Figure 15.5 presents thermodynamic transformations accompanying drying pro-

cess in the adiabatic process that is different than in the real case. In the schema
the heat loss index Qloss and the dry air mass flow L are localized. The difference
between enthalpy of humid and atmospheric air is denoted by Δiad means.

Fig. 15.5 Simplified
enthalpy diagram with
thermodynamic curves of the
drying air in a dryer (normal
variant), 0–1ad—heating in
the adiabatic process,
0–1re—heating in the real
process, 1ad–2—adiabatic
dampening, 1re–2—real
dampening. i—specific
enthalpy [KJ/kg] of dry air,
x—absolute humidity of air
[kg of steam/kg of dry air],
t—temperature [°C]
ϕ0—relative humidity of
atmospheric air; indexes:
0—atmospheric air,
1—heated air, 2—humidified
air, ad—adiabatic process
(theoretic), re—real process
(with losses) [26]
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15.3 Subject of Research

The object of the research was the wet yeast layer dried by heated air flows. The
air used for drying is mixed from two air streams: cool and heated air for obtaining
right air temperature. The drying cycle takes more than seven hours and the yeast
temperature cannot exceed 50°, which would destroy their functions.

The temperature of the yeast is monitored and controlled by air temperature
according to the defined drying curve shown in Fig. 15.6. The temperature of the
yeast layer is gradually raised during the drying cycle. The described process of the
drying surface offsets in thewet organic layerwith developed shape causes disruption
in the drying control process. Examples of the series of drying cycles are shown in
Fig. 15.6. Time series contains: setpoint signal, throttle opening, temperature under
the sieve and temperature of the yeast layer. Disruption in the drying control process
revealed in the increasing form the value of the error (the difference between the
setpoint and wet layer temperature). Changing the sensitivity of the object caused
by changes in the physical properties increases the risk of overheating the yeast. The
current solution of this problem is step changing the controller’s parameters dur-
ing the process. The control system contains two sets of controller parameters. The
controllers’ parameters change is made at predefined time. Such a solution involves
problems like: mismatching of to the moment of real change of the object’s property
and its dynamic. The change in properties can be gradual and complex while next
parameters set for controller is introduced by step function.

Controlling of the organic product drying process with one PID controller proved
to be ineffective. It was prepared a set of the controller parameters, used for a simple
switching control model and adapted to changing object properties, as illustrated in

Fig. 15.6 Example sets of signals recorded during drying process. Signals: setpoint trace—required
temperature of yeast layer on sieve [°C], control signal—hot air throttle opening [°C], the controlled
variables—temperature below sieve and yeast layer temperature [°C] [26]
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the Fig. 15.6. The next settings are switched on according to the adopted model of
the product temperature curve control.

15.4 Process Identification

There is a transport delay in the analyzed process, but it is difficult to determine
because it requires carrying out an experiment that is currently not possible due to
ongoing production. Process data is masked by previous states (large inertia of the
process)—Fig. 15.7. The main transport delay is caused by the distance between the
dried yeast and the heating element. It is possible to determine this delay analytically,
but the knowledge of all geometric and technical parameters is needed (they are
currently unavailable). At this stage of work, it is planned to identify the process
without taking into account the delay. This delay is probably small compared to the
inertia of the process (0.7 s—Fig. 15.8). The drying process begins in the 32.5 min of
the cycle (beginning of the air temperature TA increasing). The product’s temperature
value begins to grow from the 33.2 min recording of results (TY ). Thus, the transport
delay is 0.7min (42 s). Figure 15.8 shows the time courses ofTY andTA temperatures.

The recorded data comes froma closed system that includes an object, ameasuring
transducer, a controller and an actuator. Intuitively, it can be assumed that it is an
inertial object with a delay, but it is uncertain. Yeast is an organic material in which
various processes undergo. They have a significant influence on heat transfer. The

Fig. 15.7 TA and TY temperature in at the beginning of the process
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Fig. 15.8 TA and TY temperature in analyzed process

parameters of the object are changing, so the object is nonstationary. The recorded
results come from a closed, stable system. Models (discrete operator transmissions)
for different time intervals were determined in order to examine whether the system
is non-stationary.

Identification of model parameters describing the relationship between air
temperature and product temperature.

The model describing the relationship between the discrete value of air tempera-
ture and product temperature can be described by a discrete equation (with aggregated
parameters) of the form:

Ty (k) + a1Ty (k − 1) − · · · − anTy (k − n) = b0TA(k − h) + b1TA(k − 1 − h) + · · · + bnTA(k − n − h) (15.1)

where h is a discrete time delay, ai, bi are model parameters.
The product temperature values Ty(k) can be determined from the model as fol-

lows:

T̂y(k) = b0TA(k − h) + · · · + bnTA(k − n − h) − a1Ty(k − 1) − · · · − anTy(k − n)

(15.2)

Using the reverse operator and substituting:

∇Ty = Ty(k) − Ty(k − 1) = (
1 − z−1

)
Ty (15.3)
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∇TA = TA(k) − TA(k − 1) = (
1 − z−1

)
TA (15.4)

A∗(z) = a1z
−1 − a2z

−2 − · · · − anz
−n (15.5)

B(z) = (
b0 + b1z

−1 + b2z
−2 + · · · + bnz

−n
)
z−h (15.6)

we obtain

T̂y(k) = B(z)TA(k) + A∗(z)Ty(k) (15.7)

The above model has been supplemented by external disturbances:

T̂y(k) = B(z)TA(k) + A∗(z)Ty(k) + η(k) (15.8)

Using the transformation

Ty(k) − A∗(z)Ty(k) = B(z)TA(k) + η(k) (15.9)

A(z) = 1 − A∗(z) (15.10)

leads to

Ty(k) = B(z)

A(z)
TA(k) + 1

A(z)
η(k) (15.11)

The first part of the equation describes the process of heat exchange between the
air temperature Tx(k) and the mass of product Ty(k). The second part of the equation
takes into account interference effects in this model. The dependency corresponding
to the part of the first equation can bewritten in the form of a discrete transfer function
as (with a transport delay):

G(z) = Ty(z)

TA(z)
= B(z)

A(z)
= b0z−1 + b1z−2 + b2z−3

1 + a1z−1 + a2z−2 + a3z−3
z−h (15.12)

where z−1 is the backward difference operator shift (i = 1, 2, 3, …, n) and h is the
transport delay.

Finally, the heat exchange process is described by third order discrete transmission
without delay h as

G(z) = b0z−1 + b1z−2 + b2z−3

1 + a1z−1 + a2z−2 + a3z−3
(15.13)

Parameters of identified model are presented in Table 15.1.
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Table 15.1 Parameters of identified model

Interval no. Sample no. b0 b1 b2 a1 a2 a3

1 0–5000 0.0451 −0.0067 −0.0379 0.3713 0.3191 0.3085

2 3000–8000 0.0595 −0.0153 −0.0437 0.3380 0.3309 0.3300

3 5000–10000 0.0447 −0.0093 −0.0349 0.3523 0.3195 0.3272

4 10000–15000 0.0104 0.0019 −0.0121 0.3466 0.3348 0.3183

5 15000–20000 0.0246 0.0040 −0.0284 0.3269 0.3212 0.3515

6 17500–22500 0.0062 0.0216 −0.0276 0.3355 0.3199 0.3441

Table 15.2 The roots of discrete transmittances

Sample no. Re1 Im1 Re2 Im2 Re3 Im3

0–5000 −0.3141 0.4583 −0.3141 −0.4583 0.9994 0

5000–10000 −0.3236 0.4718 −0.3236 −0.4718 0.9995 0

10000–15000 −0.3266 0.4601 −0.3266 −0.4601 0.9998 0

15000–20000 −0.3365 0.4882 −0.3365 −0.4882 0.9998 0

The model parameters change with the drying time. The roots of discrete trans-
mittances of the closed system are determined in Table 15.2. The roots (zeros of
the characteristic equation) were calculated for the time periods for which discrete
transmittances were determined—Table 15.2.

The system is stable if and only if

∧

i∈1,k
|zi | < 1 (15.14)

where zi are the roots of the control system with closed loop (feedback) and k is the
number of roots.

Root No. 3 (Re3) is located very close to the unit circle. It means that the system
is very close to the stability limit.

The identification concerns separated elements of the system like actuator and
object as well as object including a dryer and product. The actuator element that was
the throttle can be characterized by the linear transfer function, whereas, the object
can be characterized by the non-linear function.

Nonlinear ARX (AutoRegressive with eXogenous inputs) models have structure:

y(t) = f (y(t − 1), . . . , y(t − na), u(t − nk), . . . , u(t − nk − nb + 1)) (15.15)

where u and y are finite numbers of previous inputs and outputs, na and nb are numbers
of past output and input terms, which are used to predict the output and nk is the
delay from the input to the output, defined as the number of samples.

In Fig. 15.9 an examples ofmeasured process signals and simulatedmodel outputs
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Fig. 15.9 Examples of measured process signals and simulated model output a schema of the
actuator and object inputs and outputs, b actuator output signal (temperature below dried product
layer), c object output signal (temperature of product)

are presented.Themodel of actuatorwas identifiedby linear transfer function (15.16).
Fit to estimation data performs 92.25% (FPE1 = 1.957, MSE2 = 1.956).

U (s)

X (s)
= −650.4 · s4 − 199.2 · s3 + 5 · s2 + 0.08 · s + 3.2e − 6

s5 + 1026 · s4 + 360.1 · s3 + 6.8 · s2 + 0.03 · s + 2e − 6
(15.16)

The model of object was estimated by nonlinear ARX model using elements
(15.17). Estimation fit to data perform 99.85% (FPE= 0.000159, MSE= 0.000155)

y1(t − 1), y1(t − 2), u1(t − 1), u1(t − 2) (15.17)

Final prediction error (FPE): 0.0001701, Loss function: 0.0001698. Fit toworking
data: 93.32%

1FPE: Final prediction error means percent fit to estimation data.
2MSE: Mean-square error.
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15.5 Process Simulation

The first stage of the control developing was registration of the signals from the real
object. Second stage was identification of the object and estimation of mathematical
model of the object. The identification concerns separated elements of the system
like actuator and object as well as object including a dryer and product. Similarly,
for the estimation there were exposed the complete time series (symbol AB) of the
process and parts (symbols A and B) as results of division in the moment of change
of controller’s set parameters. The third stage was the preparation of the systems for
simulation using the classical PID controlled. For ten drying cycle the set of transform
functions has been prepared. The functions have different order value of transform
functions (characteristic equation). During the identification of the mathematical
models, the order of characteristic equation of the objects and function coefficients
are adapted. Additionally, the estimation of nonlinear function to identify the model
of the object was conducted.

Identification of the mathematical model was conducted separately for the first
(A) and second (B) parts of drying cycle. Recorded signals were also used to identify
process elements mentioned in Fig. 15.3. Due to the use of a temperature below the
sieve signal, it was possible to identify the properties of the yeast layer and process
analysis.

For improvement of the currently operating control system the mathematical
modelwas used to optimize the PID controllers’ parameters and for optimizemoment
of switching the PID controller settings. In the Fig. 15.6 can be seen fluctuations in
the input and control signals occurs before the switching of the PID controller set-
tings. The control system simulation with identified objects allowed for correction
of the time of the controller’s settings. The system simulation results after correction
of the changeover time of the controller’s settings presents Fig. 15.10. The object is

Fig. 15.10 Simulation of drying process characterized by two transfer function GA, GB, and two
controllers PI (Kp = 1.7, Ki = 0.785) and PID (Kp = 1.3, Ki = 0.312, Kd = 0.758), with limited
output in range from 20 to 80 [°C] switched in 180th time unit of simulation [26]
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identified by two transfer function GA and GB. The switch time is set in 180th time
unit of simulation. The simulation results are presented in Fig. 15.10. Such control
system should protect the product from overheating.

GB = 34s3 + 2.5s2

s4 + 33.4s3 + 2.5s2
(15.18)

GB = 25s3

s4 + 25.1s3
(15.19)

15.5.1 Robust Uncertainty Principles Application

In order to protect drying product from overheating, the robust method was used.
Firstly, signals recorded from the real process were used to identify elements. Sec-
ondly, the mathematical model of the object was prepared and applied for the robust-
ness controller. For the characteristic equation coefficients the uncertainty in the
range of ± 20% of nominal values was determined. In the Fig. 15.11 a set of the
step responses is presented. The set contains response of PI control systems in the
first part (A) of the drying cycle, PID controller in the second part (B) of the drying
cycle and the robust controller controlling the process in whole cycle. In this case the
object transmittance was identified for signals recorded in both parts of the process
(parts A and B).

Fig. 15.11 Step response for mathematical models of feedback systems consists of controllers and
transfer function of objects: CL_PI_A—PI controller and transfer function of part A, CL_PID_B—
PID controller and transfer function of part B, CL_R_AB—Robust controller and transfer function
of parts A+B [26]
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Fig. 15.12 Sensitivity analysis a Bode plots for closed-loop systems and b Nyquist plot for math-
ematical models of open-loop systems consists of controllers and transfer function of objects:
PI*G_A—PI controller and transfer function of part A, PID*G_B—PID controller and transfer
function of part B, C_R*G_AB—Robust controller and transfer function of parts A+B [26]

Simulation with the robustness controller allows controlling the process quality
in whole cycle, whilst using of the PI controller during second part (B) and PID
controller in the first part (A) causes instability of system in both cases.

Using the inverted model (15.18), the sensitivity of the system was simulated and
results are presented in Fig. 15.12.

GS = 1/Gmodel (15.20)

Figure 15.11 illustrates the dynamic characteristics of control systems with PI,
PID and robustness controllers. The use of a robustness regulator eliminates variation
of the product temperature caused by a sudden change of the object’s properties.

15.6 Conclusion

Drying of organic products can have a non-linear character caused by the technology
used and the change of the physical properties of the object. Changing the physical
properties of the object causes an increase in the temperature error value of the object
relative to the planned drying curve. This character of the transformation increases
the risk of overheating the yeast.

The yeast drying is a non-stationary process, confirmed by changes in transmit-
tance coefficients. Analyzing the position of the poles of the system, it can be state
that the reserve of stability is very small and decreases over time. It means that
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changes in the properties of the object can lead to the loss of stability of the system
(process) that is confirmed by industrial results. Change of the object’s properties
forces change of the controller’s settings during the process. The robust control is
known in the literature, but rarely used in practice for non-linear process control.
The knowledge about the object’s properties will enable selection of the appropriate
structure of the control system.
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